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Improving Recurrence Prediction Accuracy of Ovarian 
Cancer Using Multi-phase Feature Selection Methodology
S. Sujamol, E. R. Vimina , and U. Krishnakumar

Department of Computer Science and IT, School of Arts and Sciences, Amrita Vishwa Vidyapeetham, 
Kochi campus, India

ABSTRACT
Ovarian cancer stands in the sixth position among the most 
commonly occurring cancers in the world. Because of the high 
rate of recurrence, this gynecological malignancy seems to be 
a vital reason behind cancer-related death among women as 
tumor recurrence stands as an obstacle in ovarian cancer treat
ment. It is crucial to find those recurrence causing factors in 
order to plan suitable therapies with high prognostic results. 
Hence, in this work, a multistage feature selection methodology 
is proposed to identify key MiRNAs and clinical features for 
improving the accuracy of ovarian cancer recurrence prediction. 
MiRNA expression profiles of ovarian cancer patients and their 
corresponding clinical data were downloaded from the TCGA 
cancer repository. From 588 MiRNAs, 6 key MiRNAs were 
selected using the Inheritable Bi-objective Combinatorial 
Genetic Algorithm (IBCGA) followed by factor analysis. The bio
logical importance of the resultant MiRNAs in cancer and cellu
lar pathways were studied using Gene Ontology (GO) and Kyoto 
Encyclopedia of Genes and Genomes (KEGG) analysis. Further, 
recurrence prediction was performed using the obtained MiRNA 
expression profiles and clinical factors, chosen using correlation 
analysis. The proposed approach using the selected features 
yielded a prediction accuracy of 91.86% using the XGBoost 
classifier while the same without feature selection was 76.59%. 
Compared to previous similar works, this model provides 
a better result in terms of accuracy and reveals influential 
MiRNAs in ovarian cancer.
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Introduction

Ovarian Cancer (OC) seems to be a deadly disease that is now diagnosed more 
frequently. Cancer statistics in 2018, reported about 22,240 new cases and 
14,070 deaths in the United States, 52,100 new cases with 22,500 deaths in 
China and even more cases in other countries (Siegel, Miller, and Jemal 2018). 
Due to the high recurrence rate, the overall survival is just 30% even after 
surgical resection and chemotherapy. American cancer society defines recur
rence as the detection of cancer after treatment and after a certain time period 
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usually one year within the same place where it originated or any other body 
part. In order to manifest suitable therapies for improved treatment outcomes, 
it is necessary to determine high recurrence risk patients in the early stage 
itself. Monitoring the clinical symptoms alone will not provide a guaranteed 
solution since 70% of OC patients experience recurrence (Diaz-Gil et al. 2016; 
Vistad et al. 2017). It is necessary to bring out those molecular level biomar
kers acting behind recurrence prediction and overall survival. Analysis of gene 
expressions using microarrays is one of the commonly used methods for 
cancer biomarker detection. Gene alteration and protein structure prediction 
can be applied in many treatment therapies. Recently, the role of MiRNAs has 
been found in human biological processes including carcinogenesis, cellular, 
and embryonic development (Zhang et al. 2020). They have been widely used 
in cancer research due to their prominent role in gene regulation. These small 
noncoding RNAs hinders the protein translation process by targeting mes
senger RNAs (mRNAs) thereby affecting crucial organic processes, namely, 
proliferation of cells, hematopoiesis, apoptosis, and secretion of insulin within 
a human body. Since they have the capacity to regulate gene expression, 
MiRNAs are widely used in cancer research. MiRNA expression profiling 
was analyzed in many studies and found that these expression profiles are 
altered in different cancers like acute leukemia, lung cancer, Pan-Cancer, 
breast cancer, and glioblastoma (Li and Kowdley 2012). Many machine learn
ing approaches have used gene profiling for cancer grade classification and 
recurrence prediction. But it has been scientifically proved that MiRNA 
profiling delivers more accurate results than gene profiling (Lu et al. 2005). 
MiRNA expression profiling reveals the molecular signature of different can
cer types and hence they were used in many studies and found that they were 
associated with cancer progression as well as overall survival of cancer 
patients. So MiRNA expression analysis can highly contribute to recurrence 
prediction and survival analysis. Earlier studies reported that the expression of 
the miR-200 family is directly associated with recurrence (Koutsaki et al. 
2017). Although there are many papers that discuss the application of machine 
learning techniques in recurrence prediction, early identification of OC recur
rence is still in its dormant stage.

Haiyue Zhao in 2016 (Zhao et al. 2016) used seven dataset from TCGA and 
GEO to point out two gene signatures that include KCNN4 and S100A14 that 
are related to serous ovarian carcinoma recurrence. The prediction capacity of 
KCNN4 and S100A14 was analyzed by using machine learning classifiers- 
random forest, support vector machine (SVM), and artificial neural networks. 
Marina Bagnoli et al. in 2016 (Bagnoli et al, 2016) identified a MiRNA 
signature consisting of 35 MiRNAs that can predict the progression of ovarian 
cancer using their model MiROvaR which is based on principal component 
analysis and univariate cox regression. In 2017, Kai Yang et al. (2017) identi
fied six long noncoding RNAs (IncRNA) associated with ovarian cancer 
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recurrence using GEO data set and the least absolute shrinkage and selection 
operator (LASSO). AUC values were 0.813 for training,0.697 for internal 
validation and 0.711 for external validation. They found that these six 
incRNAs can predict Disease Free Survival for ovarian cancer patients. 
Jinting Zhou et al. in 2018 (Zhou et al. 2018), constructed a model based on 
SVM and identified 39 genes that can classify recurrent and nonrecurrent 
samples. They used TCGA and GEO datasets. Survival curve based on 
Kaplan–Meier revealed that the survival time of nonrecurring ovarian cancer 
patients was longer than recurrent patients. Jingwei Dong and Mingjun Xu in 
2018 (Dong and Xu 2019) used SVM and identified MiRNA signatures with 19 
MiRNA’s that can distinguish recurrent samples and non-recurrent samples. 
Among 19 MiRNAs six MiRNAs (hsa-mir-193b, hsa-mir-211, hsa-mir-218, 
hsa-mir-505, hsa-mir-508, and hsa-mir-514) have a direct impact on cancer 
prognosis and a risk score was built using their expression values. Sun Paik 
et al. in 2019 (Paik et al. 2019) used a gradient boosting model for predicting 
the overall survival of epithelial ovarian cancer patients and confirmed that the 
gradient boosting method is superior to statistical methods such as cox 
regression. But only clinical features were considered for the study and they 
did not mention the underlying bio-markers actually responsible for these 
phenotypic dysregulations. Hence, they faced the problem of biasing. Eliza 
Razak et al. in 2019 (Razak, Yusof, and Raus 2019) used MiRNA expression 
profiling for predicting cancer recurrence. They used the MiRNA dataset of 
glioblastoma, HCC, and OC patients. One dependent estimator which is 
a seminaïve bayesian method was used here for classification. Before classifi
cation, relevant MiRNAs were selected based on entropy and a discretization 
was done to convert continuous expression values into discrete values. 
Although their work delivered high accuracy of 92.82%, they did not mention 
key MiRNAs and their role in biological activities. Yi-Cheng Gao et al. in 2019 
(Gao, Zhou, and Zhang 2019) put forward a method based on ensemble 
classifiers for predicting OC prognosis using gene expression data. They 
divided OC data into three groups based on clustering and survival risk was 
calculated. A co-expression network of genes was constructed and commu
nities that are prominent were determined. Aasa Shimizu et al. in 2019 
(Shimizu, Sawada, and Kimura 2019) emphasized on developing new 
approaches for detecting OC recurrence based on molecular bio-markers. 
The paper suggested that these biomarkers alone are not sufficient for recur
rence prediction. Hence, it is necessary to include conventional clinical and 
molecular factors so that patients may get more suitable treatment therapies 
that help them to survive this fatal disease. All these previous studies put 
forward the prominent role of MiRNAs as potential biomarkers of cancer. 
Even if all the above studies gave fairly good accuracies, they failed to properly 
incorporate clinical features that are strongly correlated with OC recurrence. 
They focused on single RNA prognostic values while building the model. It is 

208 S. SUJAMOL ET AL.



necessary to integrate significant prognostic features during model construc
tion as it can provide more accurate results with clinical significance. The 
current study exploits Genetic Algorithm (GA)-based feature selection for 
selecting potential MiRNAs and using them for OC recurrence prediction 
after cleansing them using factor analysis. The main contributions from this 
work includes:

● A multi-stage feature selection methodology to select key MiRNAs 
involved in OC recurrence.

● Identification of other potential prognostic factors for the prediction of 
OC recurrence.

Proposed Work

OC widely spreads without showing any specific symptoms and hence it is also 
known as “Silent Killer.” Medical reports say that only 20% of OCs are 
detected at the early stages. The survival rate is comparatively low due to the 
cancer recurrence which results from platinum chemotherapy resistance. 
Other than this platinum chemotherapy, there are only a few treatments that 
can save the life of patients. Novel treatment strategies and drugs are still 
under development and the current situation demands early detection of 
recurring OC so that more time and treatment solutions can be provided to 
patients from clinical practitioners. Conventional cancer recurrence detection 
methods are based on examining patient’s biopsy report which is highly labor 
intensive. Due to its higher specificity and sensitivity, MiRNAs are now 
becoming a promising approach as their expression profiles collected from 
body fluids can predict cancer recurrence. Till now more than 2000 MiRNAs 
have been discovered and they post-transcriptionally regulate human genes. 
This paper uses MiRNA expression data which is downloaded from the TCGA 
cancer repository and using these expression profiles cancer recurrence can be 
determined. In addition to MiRNAs, clinical factors related to recurrence were 
also identified and they were also considered for recurrence prediction. Hence, 
the dataset downloaded from TCGA consists of 588 MiRNA expression 
profiles and 15 clinical features of High-Grade Serous Ovarian Cancer 
patients. TCGA data can be easily downloaded using LinkedOmics (https:// 
www.linkedomics.org) and cBioportal (https://www.cbioportal.org/). A total 
of 1534 patient samples were analyzed. Among them, 453 patients have 
MiRNA expression profiling information. There were 588 MiRNAs and all 
these MiRNAs are not responsible for cancer recurrence. Only a small set of 
MiRNAs is actually required. As there are lots of MiRNAs that are irrelevant, it 
is necessary to identify those key MiRNAs so that dimensionality and compu
tational complexity can be reduced. Also the powerful MiRNAs that can 
actually act as predictors get mixed up with those unwanted MiRNAs which 
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will ultimately affect classifier performance. So feature selection is used here as 
a weapon to defend against overfitting and increased training time. But 
choosing the right features is indeed a tremendous task as any discrepancies 
can lead to misdiagnosis or late diagnosis. In order to select the topmost 
MiRNAs, a feature selection method based on GA known as IBCGA is used 
here. For narrowing towards the key MiRNAs IBCGA result was further 
refined using factor analysis, a technique used for better decision-making in 
the Medical Field. The exploration methodology implemented here comprises 
of following steps:

● Retrieval of MiRNA expression data and associated clinical features from 
the TCGA repository.

● Identification of key MiRNAs involved in OC recurrence prediction. This 
involves
○ Initial MiRNA filtering using IBCGA
○ Refinement of IBCGA output with factor analysis
○ Investigation on the relevance of obtained final MiRNA set.

● Detection of clinical features that are related to recurrence using correla
tion analysis.

● Predicting OC recurrence using selected MiRNAs and clinical features.

The proposed method implemented here works in two phases – feature 
selection and classification which are detailed in the following sections.

Feature Selection

In simple terms, feature selection is the processes by which input data were 
reduced with the aim of attaining maximum performance for a predictive 
model at a reduced computational cost. Hence, only those features that have 
some relation with the target variable are retained and others were excluded. 
In the medical field, it is indeed a challenging task to determine those attri
butes and clinical characteristics that aids the physician for better decision- 
making. The high complexity of the clinical dataset demands the need for an 
outstanding feature selection technique that not only mines out key attributes 
but also assists in medical diagnosis. Here GA-based feature selection is used 
for OC recurrence prediction.

Determination of Key MiRNAs
MiRNA dataset downloaded from TCGA repository consists of 588 MiRNA 
expression profiles of 453 patients. Not all MiRNAs are required for recur
rence prediction as it can cause overfitting thereby affecting classifier accuracy. 
Determining relevant MiRNAs is indeed a challenging task. Till now many 
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feature selection methods have been used side by side with classifiers. Due to 
its global search property, GA, a class of evolutionary algorithms has been 
successfully applied for feature optimization in many previous works 
(Adorada and Wibowo 2019). GA follows the theory that, within nature for 
adapting to a particular environment, genes of life forms continuously evolve 
through generations. So here a GA-based feature selection algorithm known as 
IBCGA (Ho, Chen, and Huang 2004) was used that chooses only relevant 
MiRNAs that are associated with recurrence. IBCGA was previously used in 
many works for MiRNA selection and it shows superior performance. IBCGA 
was successfully used for estimating the survival time of patients (Sathipathi, 
Huang, and HO 2016), predicting ubiquitination sites in humans (Wang et al. 
2017), and for detecting the regulatory roles of cyclic AMP receptor proteins 
(Tsai et al. 2018). In a single run, IBCGA finds a complete set of solutions that 
are of high quality and nondominating nature. Here using IBCGA a set of 
MiRNAs were chosen for distinguishing the recurrent and nonrecurrent type 
of OC.

IBCGA – Inheritable Bi-objective Combinatorial Genetic Algorithm. IBCGA is 
an evolutionary algorithm used for solving combinatorial optimization pro
blems having large parameters (Tung and Ho 2007). IBCGA uses an 
Orthogonal Experimental Design (OED) based on an orthogonal array for 
finding a complete set of solutions that is nondominating. OED can simulta
neously analyze the effect of several elements on the response variable. The 
value of a particular element is known as its level and the best level combina
tion is determined using OED. An orthogonal array can perform a comparison 
between levels of elements in a balanced fashion thereby reducing level 
combination for analysis. In an orthogonal array, each row represents the 
level of elements in a particular combination and the column shows certain 
elements that can be varied for each combination. The effect of one element on 
the response variable is known as the main effect and this main effect of one 
element does not have any impact on the main effect of another element. For 
example, an orthogonal design with p rows and p � 1 columns having two 
levels (values of elements) is designated as LP(2P� 1). In the current study, there 
are 588 MiRNAs and hence there will be 588 columns and the level value will 
be two correspondings to the inclusion or exclusion (level = 1, then MiRNA is 
included 0 otherwise) of particular MiRNA based on the accuracy value (here 
10 cv). The main effect of an element x having a level y is denoted as 

Sxy ¼
X

fk: Fk; k ¼ 1 . . . . . . ::P: ðHere ; P ¼ 589Þ (1) 

x ¼ 1 . . . :P � 1 (Here there are 588 MiRNAs.)                     

y ¼ 1; 0 
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In Equation (1), fk is the value of function which is usually the prediction 
accuracy obtained from the combination k and Fk ¼ 1, if in combination k, 
level of element x is y else Fk ¼ 0: Here, Sx1 > Sx0, if level 1 of an element x is 
more preferable than level 0 of an element x in maximizing the objective 
function. Variable with the highest main effect difference (MED ¼ Sx1 � Sx0j j) 
is the most impacting one. Based on MED, IBCGA selects key MiRNAs from 
a search space of C n; rð Þ where the range of r is initially specified. Here IBCGA 
selects 15 MiRNAs from 588. The traditional Genetic Algorithm terms – Gene 
and Chromosome were used here (Sujamol et al. 2018b). The chromosome 
encoding here consists of n = 588 binary genes ‘gi’. If gi ¼ 0 then that 
particular MiRNA is not included in the signature and if gi ¼ 1 then that 
MiRNA is added. Tenfold cross validation is used as the fitness function and 
a set of solution, XP, is obtained where p ¼ pstart;pstartþ1......:;pend . pstart and pend 
is initially specified. The main steps of the IBCGA algorithm is shown as 
pseudo-code below: 

Algorithm: Feature selection using IBCGA 

Input: MiRNA expression profiles
Output: Reduced set consisting of key MiRNAs 

Begin 

t < � 0 

Generate initial population randomly with n binary genes having p10s and 
n � p00s where p ¼ pstart.

Set the fitness function as the accuracy of prediction with respect to 10- 
fold cross validation.
While (! Stop condition) do
Select best fit individuals using tournament selection to form the mating 
pool.
Perform orthogonal cross over on pair of parents selected.
Apply mutation on randomly selected individuals.
Evaluate the individuals.
Replace least performance population with new individuals.
If p < pend, transform one gene bit chosen randomly from 1 to 0. 

t < � t þ 1 

End While.  

IBCGA output consist of 15 MiRNAs that include hsa-mir-1269, hsa-mir 
-1271, hsa-mir-1275, hsa-mir-151a, hsa-mir-181d, hsa-mir-191, hsa-mir-205, 
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hsa-mir-20b, hsa-mir-224, hsa-mir-342, hsa-mir-454, hsa-mir-509, hsa-mir 
-658, hsa-mir-671, and hsa-mir-760. Table 1 shows the mirbase id and mature 
sequence of obtained MiRNAs. Normalized expression profiles of 588 
MiRNAs are given as input to IBCGA and parameter setting is: 
Generation = 50, Begin = 50, End, E = 15, and cross validation = 10 cv. 
Different combinations were applied on trial and error bases and the algo
rithm performed with the highest accuracy of 84.85 with the above parameter 
setting. IBCGA output was further refined by applying factor analysis for 
picking out the most relevant MiRNAs.

MiRNA Refinement Using Factor Analysis. Outcome obtained from IBCGA is 
further refined using factor analysis to find key MiRNAs (Ohshiro and Ueda 
2018). Factor analysis, based on covariance, reduces the number of variables in 
a dataset by simplifying it. This analysis helps in pruning out any insignificant 
MiRNAs existing in the IBCGA output so that the study will be concentrated 
on the most promising ones. Kaiser-Meyer-Olkin (KMO) Test was used for 
determining the suitability of data for Modeling and it is calculated using 
Equation (2). Table 2 shows the output of factor analysis. 

MOj ¼
X

i�j
r2

ij=
X

i�j
r2

ij þ
X

i�j
uij (2) 

In Equation (2), rij is the correlation matrix and uij is the covariance matrix. 
KMO value obtained here is 0.6 which is considered adequate. Eigen values are 
calculated for each input variable and Table 2 shows the rank of each MiRNA 
and their original Eigenvalues. From Table 2, the top six MiRNAs have 
eigenvalues greater than 1 and the theory of factor analysis says that those 
variables whose value are greater than 1 is considered as the most significant 
variables. So the top six MiRNAs are wrapped up for further examination. 
Here factor Analysis not only provided simplicity but also helped to determine 
the core MiRNAs. These MiRNAs were analyzed using TAM 2.0 and DIANA, 

Table 1. MiRNAs with their mature sequence.
MiRNA Mir Base id Mature sequence

hsa-mir-205 hsa-mir-205-5p UCCUUCAUUCCACCGGAGUCUG
hsa-mir-191 hsa-mir-191-5p CAACGGAAUCCCAAAAGCAGCUG
hsa-mir-151 hsa-mir-151a-3p CUAGACUGAAGCUCCUUGAGG
hsa-mir-224 hsa-mir-224-5p UCAAGUCACUAGUGGUUCCGUUUAG
hsa-mir-509-1 hsa-mir-509-3p UGAUUGGUACGUCUGUGGGUAG
hsa-mir-760 hsa-mir-760 CGGCUCUGGGUCUGUGGGGA
hsa-mir-1271 hsa-mir-1271-5p CUUGGCACCUAGCAAGCACUCA
hsa-mir-1269 hsa-mir-1269a CUGGACUGAGCCGUGCUACUGG
hsa-mir-1275 hsa-mir-1275 GUGGGGGAGAGGCUGUC
hsa-mir-181d hsa-mir-181d-5p AACAUUCAUUGUUGUCGGUGGGU
hsa-mir-20b hsa-mir-20b-5p CAAAGUGCUCAUAGUGCAGGUAG
hsa-mir-342 hsa-mir-342-3p UCUCACACAGAAAUCGCACCCGU
hsa-mir-454 hsa-mir-454-3p ACCCUAUCAAUAUUGUCUCUGC
hsa-mir-658 hsa-mir-658 GGCGGAGGGAAGUAGGUCCGUUGGU
hsa-mir-671 hsa-mir-671-5p AGGAAGCCCUGGAGGGGCUGGAG

APPLIED ARTIFICIAL INTELLIGENCE 213



which are tools for MiRNA functional analysis to find their role in complex 
disorders.

Enrichment and Pathway Analysis. After the completion of factor analysis, 
six MiRNAs were obtained and the next task is to determine those possible 
cellular and molecular processes affected by them in order to ensure that 
the obtained MiRNAs have a significant role in biological activities. 
Enrichment analysis not only helps to identify functions of MiRNAs in 
modifying regulatory networks of genes but also find dysregulated genes 
and MiRNAs. It uses statistical methods and tools to identify the MiRNAs 
associated with disease phenotypes. Pathway analysis is used to determine 
the role of identified MiRNAs in a particular biological pathway. Here 
TAM 2.0 (Li et al. 2018) and Diana Mirpath servers (Vlachos et al. 2015) 
were used for enrichment and pathway analysis. TAM 2.0 (http://www. 
cuilab.cn/tam/) is a tool exclusively for MiRNA analysis and the top six 
MiRNAs – hsa-mir-205, hsa-mir-191, hsa-mir-151, hsa-mir-224, hsa-mir 
-509-1, and hsa-mir-760 were given as input to this web server. Figure 1 
shows result visualization after inputting these MiRNAs to TAM 2.0. 
Numbers indicated on the top of the bar shows the number of MiRNAs 
in the complex disorders. For example, two MiRNAs are involved in 
adenocarcinoma, three in breast neoplasms and so on. Other than OC, 
these MiRNAs are also found in other chronic cancers. From Figure 1 it is 
found that all six MiRNAs are mapped to OC. P-value and FDR were set 
as < .05. These MiRNAs are involved in important biological function like 
angiogenesis, cell cycle, cell death, cell motility, epithelial-to-mesenchymal 
transition, inflammation, wound healing, brain development, circadian 
rhythm aging, cell proliferation, lipid metabolism, osteogenesis, and cell 
migration. Table 3 shows the result of functional analysis. All six MiRNAs 
are mapped to OC and hence the obtained set is highly promising. For 

Table 2. Top 15 MiRNAs and their Eigenvalues.
Rank MiRNA Eigenvalue

1 hsa-mir-205 2.34976894
2 hsa-mir-191 1.73349987
3 hsa-mir-151 1.4152485
4 hsa-mir-224 1.29640892
5 hsa-mir-509-1 1.16566208
6 hsa-mir-760 1.04501889
7 hsa-mir-1271 0.89601499
8 hsa-mir-1269 0.83636107
9 hsa-mir-1275 0.82121391
10 hsa-mir-181d 0.77964753
11 hsa-mir-20b 0.64756477
12 hsa-mir-342 0.58591508
13 hsa-mir-658 0.5355393
14 hsa-mir-454 0.47197787
15 hsa-mir-671 0.42015827
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example, hsa-mir-224, hsa-mir-205, hsa-mir-509-1, and hsa-mir-760 are 
altered in OC, hsa-mir-191 and hsa-mir-509-1 have altered expression 
values in ovarian serous carcinoma. MiRNAs hsa-mir-224, hsa-mir-191, 
and hsa-mir-151a are dysregulated in Ovarian Neoplasm’s. Pathway analy
sis using KEGG and GO was done using DIANA mirpath v3.0. The six 
MiRNAs were saved in a text file and then uploaded to this web server and 
the results obtained indicate that all these MiRNAs play a key role in 
pathways and biological activities which is detailed in the following sec
tions. p value and FDR were < 0.05.
KEGG Pathway Enrichment Analysis. For evaluating the significance of these 
six MiRNAs in biological processes, KEGG and GO methods have been 

Figure 1. Bar chart based on TAM result showing the number of selected MiRNAs in complex 
disorders.

Table 3. Role of MiRNAs in biological activities.
Function p value MiRNAs involved

Angiogenesis .03641 hsa-mir-205
Cell Cycle .0103 hsa-mir-191, hsa-mir-205
Cell Death .0421 hsa-mir-205
Cell Motility 7.86E-03 hsa-mir-205, hsa-mir-151a
Epithelial-to-Mesenchymal Transition .0103 hsa-mir-191, hsa-mir-205
Inflammation .05492 hsa-mir-205
Wound Healing .01455 hsa-mir-205
Brain Development .02193 hsa-mir-191
Circadian Rhythm .01396 hsa-mir-191
Aging .03549 hsa-mir-151a
Cell Proliferation 1.10E-03 hsa-mir-224, hsa-mir-509-1, hsa-mir-509-2, hsa-mir-509-3
Lipid Metabolism .0267 hsa-mir-224
Osteogenesis .03362 hsa-mir-224
Cell Migration 3.26E-05 hsa-mir-509-3, hsa-mir-509-1, hsa-mir-509-2
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employed using DIANA tools. All the selected MiRNAs have a statistically 
significant correlation with cancer. To name a few, pathways including Hippo 
signaling, TGF-beta signaling, Estrogen signaling, and FoxO signaling have 
the presence of these MiRNAs. Fisher’s exact test was used for enrichment 
analysis and p value < .05. Table 4 shows the result after pathway enrichment 
analysis. Figure 2 shows the heatmap obtained after performing union opera
tion on pathways.

Table 4. Result obtained from KEGG pathway analysis.

KEGG pathway pvalue
No. of genes 

affected
No. of MiRNA’s 

involved

Thyroid hormone signaling pathway 5.61E-08 60 6
Proteoglycans in cancer .0003435 79 6
Axon guidance .0007567 51 5
Thyroid hormone synthesis .0007567 31 5
Glioma .0007567 31 6
Estrogen signaling pathway .0012133 43 5
Endocytosis .0014589 87 6
Bacterial invasion of epithelial cells .0016663 38 6
Circadian rhythm .0025773 19 4
Adrenergic signaling in cardiomyocytes .0025773 61 6
Oxytocin signaling pathway .0031613 65 5
Phosphatidylinositol signaling system .0031613 36 6
Wnt signaling pathway .0043304 58 6
Prostate cancer .0098729 40 6
Progesterone-mediated oocyte maturation .0112608 41 5
Inositol phosphate metabolism .0114909 30 6
Melanoma .0114909 34 6
Hippo signaling pathway .0122335 58 6
Non-small cell lung cancer .0136292 25 5
Rap1 signaling pathway .0136292 83 6
cGMP-PKG signaling pathway .0143813 64 5
Oocyte meiosis .0143813 47 5
Adherens junction .0149055 33 5
Mucin type O-Glycan biosynthesis .0155291 12 4
Sphingolipid signaling pathway .0155291 47 6
Retrograde endocannabinoid signaling .01775 40 6
Melanogenesis .01775 41 6
Endometrial cancer .01775 25 6
Signaling pathways regulating pluripotency of stem 

cells
.0203729 54 6

mTOR signaling pathway .0204824 29 5
cAMP signaling pathway .0244203 77 6
Thyroid cancer .0244203 15 6
RNA transport .0268154 65 6
Dorso-ventral axis formation .0279024 15 5
TGF-beta signaling pathway .0288566 30 6
Tight junction .0288566 56 6
Pathways in cancer .029868 135 6
Gastric acid secretion .030279 33 5
ErbB signaling pathway .0319859 36 6
Glycosphingolipid biosynthesis – lacto and neolacto 

series
.0351234 11 3

Fatty acid degradation .0359277 17 4
Morphine addiction .0364776 36 5
Lysine biosynthesis .0441199 2 2
Aldosterone-regulated sodium reabsorption .0441199 19 5
Choline metabolism in cancer .0441199 43 5
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Gene Ontology Analysis. In order to determine the biological significance of six 
MiRNAs, Gene Ontology (GO) annotations are employed in three levels – 
biological, molecular, and cellular levels. Fisher’s Exact Test was used for 
enrichment analysis and p value < .05. MicroT threshold was set as 0.6. For 
predicting MiRNA targets DIANA-Tarbase algorithm was used. GO analysis 
shows that these MiRNAs are part of microtubule organisms’ center, orga
nelle, cellular component, protein complex, cytosol, and nucleoplasm. They 
are involved in molecular activities such as nucleic acid binding, transcription 
factor activity, ion binding, molecular function, protein binding, enzyme 
binding, and cytoskeletal protein binding. The result obtained after the GO 
analysis is shown with the help of a heatmap in Figure 3.

Enrichment and pathway analysis manifest that all the selected MiRNAs 
play a vital role and hence they are most suited for recurrence prediction. 
KEGG and GO revealed that all six MiRNAs involved in the end list were 
highly significant. A detailed study was made on them after referring to 
previous bioinformatics papers which are summarized below:

● hsa-mir-205 – Overexpression of hsa-mir-205 promotes proliferation and 
invasion of OC cell (Chu et al. 2018). Two target genes of mir-205 are 

Figure 2. Heatmap obtained after performing pathway analysis using KEGG.
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PTEN and SMAD4. Overexpressed mir-205 can suppress PTEN and 
SMAD4 leading to their down regulation. In OC tissue, these two genes 
are downregulated which indicate the tumor-boosting role of hsa- mir- 
205. hsa-mir-205 is also involved in other activities like angiogenesis, cell 
cycle, cell death, cell motility, epithelial to mesenchymal transition, 
inflammation, and wound healing.

● hsa-mir-191 – It is experimentally confirmed that in ovarian endome
triosis and ovarian endometrioid carcinoma, mir-191 expression are high 

Figure 3. Heatmap after performing GO annotation in three levels – (a) biological level, (b) 
molecular level, and (c) cellular level.
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(Tian, Xu, and Wang 2015). DAPK1 gene is directly targeted by this 
MiRNA resulting in the inhibition of cell killing (apoptosis). hsa-mir 
-191 is also involved in brain development, cell cycle, circadian rhythm, 
and epithelial to mesenchymal transition.

● hsa-mir-151 – This MiRNA is involved in aging. Two genes TNFSF10 and 
FNDC1 are directly targeted by upregulated mir-151 resulting in cell 
apoptosis regulation. Dysregulated mir-151 can result in uncontrolled 
cell division thus increasing the severity of ovarian cancer (Chen et al. 
2018).

● hsa-mir-224 – mir-224 plays a crucial role in metastasis, apoptosis, cancer 
cell survival, the proliferation of cells, lipid metabolism, and osteogenesis. 
Studies confirmed that mir-224 targets the KLLN gene in epithelial 
ovarian cancer (Hu and Liang 2017).

● hsa-mir-509-1 – mir-509 is involved in the migration and proliferation of 
cells. In previous studies, it is confirmed that downregulated expression of 
mir-509 in the advanced stage of ovarian serous carcinoma leads to poor 
survival (Yu et al. 2013).

● hsa-mir-760 – upregulated expression of mir-760 resulted in offensive 
phenotype and low survival in Patients having OC (Dong and Xu 2019). 
This MiRNA will target the gene PHLPP2 thus encouraging cell prolif
eration. The high correlation of mir-760 with PHLPP2 assured its key role 
in ovarian cancer. mir-760 is involved in the TGF-beta signaling pathway, 
hippo signaling pathway, and steroid biosynthesis.

Clinical Feature Selection
Monitoring cancer prognosis requires the careful integration of both histolo
gical and clinical features. MiRNA expression profiling has got a high impact 
on recurrence prediction in previous works (Wang et al. 2014) as the level of 
expression varies in tumor tissues and normal tissues. Along with these 
MiRNAs other prognostic factors responsible for recurrence were also ana
lyzed here. For this, clinical data of 1534 patients with recurrence information 
were downloaded from TCGA using cBioportal. Only those patients having 
both MiRNA expression data and clinical details were selected. The clinical 
dataset provided information regarding cancer type, age, disease-free months, 
disease-free status, fraction genome altered, mutation count, neoplasm histo
logic grade, platinum status, primary therapy outcome success, somatic status, 
tumor residual disease, tumor purity, cancer stage, radiation therapy, and 
ethnicity. Clinical features related to the patients’ sample from 
a computational point of view were analyzed using Pearson Correlation 
(p value < .05) and those features related to recurrence were only included. 
Samples that lack recurrence information were excluded from the study and 
the final data set consist of 429 patient information with 588 MiRNA expres
sion values, their recurrence details (recurrent cases = 318, non-recurrent 
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cases = 111), survival information (disease-free months, overall survival in 
months, survival status), and molecular features. In addition to MiRNA 
expression data, two molecular characteristics – fraction genome altered 
(FGA) and mutation count (MC) along with disease-free months (DFM) 
and the overall survival (OS) period were also included after performing 
correlation analysis. Table 5 shows the result after correlation analysis. Other 
parameters like neoplasm histologic grade, platinum status, primary therapy 
outcome success, somatic status, tumor stage, tumor residual disease were 
excluded from the study since there was no computational relevance. 
A significant correlation was noted for FGA, MC, DFM, and OS while age 
and tumor purity have nothing to do with recurrence prediction.

FGA refers to the amount of genome within a cell body that has been 
influenced by the gain or loss of copy number. Inside a cell, copies of genes 
will be created as a result of biological processes and such duplication is known 
as copy number. The average number of errors taking place within a genome is 
known as MC. Earlier studies revealed that patients with a high value of FGA 
and low valued MC experience short disease free survival time (Chakraborty 
et al. 2019, 2020). Both FGA and MC act as independent predictors of patient 
survival. A higher value of FGA indicates that there is less chance of recurrence 
and patient will experience an increased survival period (Mehta et al. 2005). 
From Table 5, it is found that FGA and MC correlation values are negative 
indicating an increased recurrence rate when these values keep shrinking. 
Patients who have a recurrence within 1 year have reduced survival and OS 
was high for those who have experienced recurrence after a long period. 
Hence, patients who experienced recurrences have less DFM leading to 
a negative correlation between DFM and recurrence. So these features were 
also included for recurrence prediction even if they have negative correlation 
with recurrence.

OC Recurrence Prediction Using Selected MiRNAs and Clinical Features

OC dataset used here can be classified into two categories – recurrent and 
nonrecurrent. After scaling and normalization the final dataset consists of 588 
MiRNA expression profiles and 15 clinical features of 429 OC patients. The 

Table 5. Correlation results of molecular features.
Features Correlation with recurrence

FGA −0.069019
MC −0.052185
DFM −0.225667
OS 0.221712
Age 0.017691
Tumor purity −0.03471
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classification was done using both linear and nonlinear classifiers which include 
Logistic Regression (LR), SVM that comes under linear classifiers while KNN, 
Decision Trees, Random Forest, Gaussian Naïve Bayesian (Gaussian NB), and 
XGBoost that comes under nonlinear classifiers. OC dataset with MiRNAs alone 
were given as input to these classifiers before feature selection and after feature 
selection. The result indicated that accuracy was higher when IBCGA-based 
feature selection was applied and 15 MiRNAs were given as input. Accuracy 
increased when clinical features were included after correlation analysis. The 
IBCGA result was further refined and the top six MiRNAs were selected. Along 
with these topmost MiRNAs, selected clinical features were also loaded as input 
to the classifiers and a substantial increase in accuracy was observed. In all cases, 
the XGBoost classifier delivered consistent performance (Zhang et al. 2019). 
Table 6 shows the entire classification result. CF in the table indicates clinical 
features and SCF indicates selected clinical features after correlation. The result 
figured out that clinical features have a relation to cancer recurrence since it 
accelerated the classification result considerably. Using six topmost MiRNAs 
and selected clinical features XGBoost provided the highest accuracy of 91.86%. 
The MiRNAs hsa-mir-205, hsa-mir-191, hsa-mir-151, hsa-mir-224, hsa-mir 
-509-1, and hsa-mir-760 act as a signature in predicting OC recurrence.

The classification procedure was carried out with nine different input 
combinations. The entire set of MiRNAs was given before feature selection 
and after feature selection. It is observed that feature selection boosted the 
accuracy result of classifiers. Also from Table 6 it is clear that the accuracy of 
classifiers increased upon adding selected clinical factors.

Result and Discussions

The field of Medical Research often requires strong support systems from the 
computer field. Humans cannot interpret almost all associations but machines 
do. So machine learning techniques and applications have an indispensable 
role in complex disease analysis (Sujamol, Ashok and Krishnakumar 2018a). 
Currently, SVMs are the most widely used classifiers but they have got 

Table 6. Classification results.

Classifier used

588 
MiRNAs 

only

588 
MiRNAs 

+ 
All CF

588 
MiRNAs 

+ 
SCF

15 
MiRNAs 

only

15 
MiRNAs 

+ 
All CF

15 
MiRNAs 

+ 
SCF

6 
MiRNAs 

only

6 
MiRNAs 

+ 
All CF

6 
MiRNAs 

+ 
SCF

LR 58.13% 58.13% 58.13% 68.60% 67.44% 77.90% 67.44% 66.27% 86.04%
KNN 66.27% 67.44% 67.44% 62.79% 70.93% 73.25% 72.00% 78.00% 80.00%
SVM 67.44% 71.00% 71.00% 68.60% 72.00% 74.41% 71.00% 72.00% 80.00%
GaussianNB 55.81% 59.30% 61.62% 65.11% 72.09% 69.76% 67.44% 70.93% 74.41%
Decision Tree 55.81% 59.30% 61.62% 65.11% 72.09% 69.76% 67.44% 70.93% 74.41%
Random Forest 63.95% 74.35% 75.05% 73.66% 73.25% 84.88% 72.01% 87.39% 89.72%
XGBoost 70.93% 76.59% 80.85% 77.90% 82.97% 90.54% 75.58% 82.97% 91.86%
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limitations when dealing with a very large dataset. XGBoost overcomes this 
difficulty as it has got the capacity of parallel processing huge dataset thereby 
avoiding overfitting. XGBoost classifier is supported with a feature selection 
algorithm, IBCGA for selecting key MiRNAs and a statistical method known 
as factor analysis that tunes IBCGA output. The main findings from the 
current work are summarized below:

● The proposed methodology identified highly promising six MiRNAs, 
namely, hsa-mir-205, hsa-mir-191, hsa-mir-151, hsa-mir-224, hsa-mir 
-509-1, and hsa-mir-760 whose biological as well as functional signifi
cance were validated using KEGG and GO.

● OC recurrence prediction with this six MiRNAs was done using XGBoost 
classifier and the accuracy was 75.58%. Before feature selection, it was 
70.93%.

● With these selected six MiRNAs, clinical factors obtained after correlation 
analysis were integrated and the prediction was done using XGBoost 
classifier which yielded a prediction accuracy of 91.86%. The same with
out feature selection was 76.59%.

● Following the methodology implemented in (Sathipathi and HO 2018), 
IBCGA and XGBoost were combined together. The obtained accuracy 
was 77.90%. However, after filtering IBCGA results with factor analysis 
and including clinical features, the accuracy boosted to 91.86%.

Conclusion

Dysregulation of MiRNAs have been reported in many studies associated with 
cancer. So far in the field of ovarian cancer studies, MiRNA signatures obtained 
from serum, tissues, cells, or plasma have been analyzed but recurrence detec
tion tools are lacking and it leads to poor survival. Most of the studies concen
trated only on expression profiles of MiRNAs without giving much attention to 
other prognostic factors and biological pathways as well as cellular functions that 
are affected by the malfunctioning of these MiRNAs. This paper not only brings 
out the hidden play of selected MiRNAs in biological as well as cellular pathway 
but also differentiate between recurrent and non-recurrent cases using 
a multilevel feature selection strategy. Feature selection algorithm, IBCGA 
supported with factor analysis exposed highly promising six MiRNAs, which 
was considered as the signature for recurrence prediction. These MiRNAs can be 
targeted while planning a treatment strategy for Ovarian Cancer. Along with 
these MiRNAs other prognostic clinical factors have been included for recur
rence prediction. Here the selective power of IBCGA was further refined using 
factor analysis and the predictive power of XGBoost were fully exploited to reach 
an accuracy of 91.86%. Based on these findings, an efficient treatment method 
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that will obstruct overexpression of oncogenic MiRNAs and substitute tumor 
suppresser MiRNAs can be formulated.
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