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Abstract
Wallis ratio can be expressed as an asymptotic expansion using Stirling series and Bernoulli numbers. We
prove the general inequalities for Wallis ratio for arbitrary number of terms in the asymptotic expansion. We
show that the coefficients in the asymptotic expansion are the best possible.

Keywords: Wallis ratio; bernoulli numbers; stirling series.

2010 Mathematics Subject Classification: Primary 26D10, 05A10; Secondary 11B68.

1 Introduction
The Wallis ratio is defined as

wn =
(2n− 1)!!

(2n)!!
=

1√
π

Γ(n+ 1
2
)

Γ(n+ 1)
.

Throughout its long history, wn has had many important applications in mathematics such as in combinatorics
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and statistics. For an example, the expected value of a noncentral t -distribution can be expressed in terms of
wallis ratio [1], and so a good estimate for Wallis ratio can be very useful to understand the t -distribution. The
estimates of the Wallis ratio have interested many mathematicians and as a result, we have recently seen many
remarkable results in this direction. For more on this subject, the reader is referred to [2, 3, 4, 5, 6, 7] as well
as the comprehensive surveys [8, 9, 10].

In order to get some new and optimal estimates for Wallis ratio, we first derive an asymptotic expansion for
log(wn) . It is well known that log Γ has an asymptotic expansion for any fixed t as

log Γ(x+ t) ∼
(
x+ t− 1

2

)
log x− x+

1

2
log(2π) +

∞∑
n=1

(−1)n+1Bn+1(t)

n(n+ 1)
x−n,

where Bn+1(t) is Bernoulli polynomial. If we use this asymptotic expansion for both t = 1 and t = 1/2 , we
can get an asymptotic expansion for logwn , that is,

logwn ∼ −
1

2
log(nπ) +

∞∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
,

or

log(wn

√
nπ) ∼

∞∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
, (1.1)

where B2k are Bernoulli numbers. A related asymptotic expansion can be found in [11].

Thus for any fixed N ≥ 1 , the remainder

log(wn

√
nπ)−

N∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
= o

(
1

n2N−1

)
.

In Theorem 1.1, we will show that for all n ≥ 1 , this remainder is always positive if N is odd and always
negative if N is even.

Now consider the case when N is odd. log(wn
√
nπ) is between the N th partial sum and the (N +1) th partial

sum. Since the (N +1) th term in the series has a positive coefficient 4−k−1
k(2k−1)

B2N+2 , we naturally want to know
if this positive number can be smaller, that is, we want to find the smallest constant A2N+1 such that

N∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
< log(wn

√
nπ) <

N∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
+
A2N+1

n2N+1
.

By Theorem 1.1, the above inequality holds if A2N+1 = 4−k−1
k(2k−1)

B2N+2 . In fact, this coefficient is the smallest
constant for the inequality to hold. So these coefficients are the best possible constants. The same is true when
N is even.

Theorem 1.1. For any odd N1 ≥ 1 and even N2 ≥ 1 , we have

1√
nπ

exp

(
N1∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1

)
< wn <

1√
nπ

exp

(
N2∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1

)
(1.2)

for all n ≥ 1 . The coefficients in the series are the best possible in the sense as discussed.

We can just list a first few special cases as

1√
nπ

e−
1
8n < wn <

1√
nπ

e
− 1

8n
+ 1

192n3 ,

1√
nπ

e
− 1

8n
+ 1

192n3−
1

640n5 < wn <
1√
nπ

e
− 1

8n
+ 1

192n3−
1

640n5 + 17
14336n7 .
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2 Some identities for Bernoulli numbers
We start by introducing the some basic properties for Bernoulli numbers. Bernoulli numbers are defined as the
coefficients of the expansion of

x

ex − 1
=

∞∑
n=0

Bn
xn

n!
, |x| < 2π.

Thus we see that B0 = 1, B1 = − 1
2
, B2 = 1

6
, .... and B2k+1 = 0 for k ≥ 1 . For any k ≥ 1 , we know B4k < 0

and B4k−2 > 0 . For n ≥ 2 , we have
n∑

k=0

C(n+ 1, k)Bk = 0. (2.1)

For more about Bernoulli numbers, please refer to [12].

We first introduce a new identity for Bernoulli numbers.

Theorem 2.1. For any integer n ≥ 1 , we have

n−1∑
k=0

(2 · 4−k − 1)B2kC(2n, 2k) = n · 4−n+1.

Proof. By ([12], p. 260), we know that

1

sinx
=

1

x
+

∞∑
k=1

(−1)k(2− 22k)
B2k

(2k)!
x2k−1, 0 < |x| < π.

On the other side, we know

sinx =

∞∑
n=1

(−1)n+1 1

(2n− 1)!
x2n−1

and

1− cos(2x) = 1−
∞∑
j=0

(−1)j
22jx2j

(2j)!
= x

∞∑
j=1

(−1)j+1 22j

(2j)!
x2j−1.

for all x . From the trigonometric identity

1− cos(2x)

sinx
= 2 sinx,

we know that (
1

x
+

∞∑
k=1

(−1)k(2− 22k)
B2k

(2k)!
x2k−1

)(
x

∞∑
j=1

(−1)j+1 22j

(2j)!
x2j−1

)

=

(
∞∑

k=0

(−1)k(2− 22k)
B2k

(2k)!
x2k
)(

∞∑
j=1

(−1)j+1 22j

(2j)!
x2j−1

)

=

∞∑
n=1

(−1)n+1

(
n−1∑
k=0

(2− 22k)
B2k

(2k)!

22n−2k

(2n− 2k)!

)
x2n−1

=

∞∑
n=1

(−1)n+1

(
n−1∑
k=0

(2− 22k)B2k22n−2kC(2n, 2k)

)
x2n−1

(2n)!
.
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Comparing both sides, we know

1

2n

n−1∑
k=0

(2− 22k)B2k22n−2kC(2n, 2k) = 2.

Moving the factors 1
2n

and 22n to the right side, we have the desired identity.

Lemma 2.2. For v ≥ 1 ,
v−1∑
k=0

C(2v, 2k)B2k = v

and
v∑

k=0

C(2v + 1, 2k)B2k =
2v + 1

2
.

Proof. Since B1 = − 1
2
, B2k+1 = 0 for k ≥ 1 , we know by (2.1) for n ≥ 2 that∑

j=even,j≤n−1

C(n, j)Bj = −C(n, 1)B1 =
n

2
.

Lemma 2.2 follows directly from the above identity.

Theorem 2.3. For any u ≥ 0 , we have

du
2
e∑

k=0

(4−k − 1)C(u+ 2, 2k)B2k =
u+ 2

4
(2−u − 1), (2.2)

where d·e is the ceiling function.

Proof. Clearly if u = 0 , the identity holds, as both sides of (2.2) are 0.

If u = 2v for v ≥ 1 , then by Theorem 2.1 and then Lemma 2.2, we see that

v∑
k=0

(4−k − 1)C(2v + 2, 2k)B2k

=
1

2

v∑
k=0

(2 · 4−k − 1)C(2v + 2, 2k)B2k −
1

2

v∑
k=0

C(2v + 2, 2k)B2k

=
1

2
(v + 1)4−v − 1

2
(v + 1) =

2v + 2

4
(2−2v − 1).

If u = 2v − 1 for some v ≥ 1 , then by Corollary 1(b) of Liu and Guo [13], we know that

v∑
k=0

(2 · 4−k − 1)C(2v + 1, 2k)B2k = (2v + 1)4−v,
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hence

v∑
k=0

(4−k − 1)C(2v + 1, 2k)B2k

=
1

2

v∑
k=0

(2 · 4−k − 1)C(2v + 1, 2k)B2k −
1

2

v∑
k=0

C(2v + 1, 2k)B2k

=
2v + 1

2
4−v − 1

4
(2v + 1) =

u+ 2

4
(2−u − 1).

Therefore (2.2) holds for all u ≥ 0 .

Next we will need some estimates for B2n . The following (and better) inequalities can be found in [14], [15],
and [16].

Lemma 2.4. For any even k ≥ 1 , we have

2(2k)!

(2π)2k
1

1− 4−k
< |B2k| <

2(2k)!

(2π)2k
1

1− 2 · 4−k
.

Using Lemma 2.4, we can prove the following inequalities which will be used in next section.

Lemma 2.5. For k ≥ 1 , 1 ≤ u− 2k ≤ 4 , we have

(1− 4−k)C(u+ 2, 2k)|B2k| − (1− 4−(k+1))C(u+ 2, 2k + 2)|B2k+2| > 0.

Proof.

(1− 4−k)C(u+ 2, 2k)|B2k| − (1− 4−(k+1))C(u+ 2, 2k + 2)|B2k+2|

> (1− 4−k)C(u+ 2, 2k)
2(2k)!

(2π)2k
1

1− 4−k

−(1− 4−k−1)C(u+ 2, 2k + 2)
2(2k + 2)!

(2π)2k+2

1

1− 2 · 4−k−1

=
2(u+ 2)!

(u− 2k + 2)!(2π)2k

[
1− 1− 4−(k+1)

1− 2 · 4−(k+1)

(u− 2k + 2)(u− 2k + 1)

4π2

]
.

When k ≥ 1 , 1 ≤ u− 2k ≤ 4 , it is easy to see that

1− 1− 4−(k+1)

1− 2 · 4−(k+1)

(u− 2k + 2)(u− 2k + 1)

4π2
≥ 1− 15

14
· 30

4π2
> 0,

which proves the desired inequality.

The next lemma shows when u− 2k is a little larger, the inequality in Lemma 2.5 reverses.

Lemma 2.6. For k ≥ 1 ,u ≥ 2k + 7 , we have

(1− 4−(k+1))C(u+ 2, 2k + 2)|B2k+2| − (1− 4−k)C(u+ 2, 2k)|B2k| > 0.
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Proof.

(1− 4−(k+1))C(u+ 2, 2k + 2)|B2k+2| − (1− 4−k)C(u+ 2, 2k)|B2k|

> (1− 4−k−1)C(u+ 2, 2k + 2)
2(2k + 2)!

(2π)2k+2

1

1− ·4−k−1

−(1− 4−k)C(u+ 2, 2k)
2(2k)!

(2π)2k
1

1− 2 · 4−k

=
2(u+ 2)!

(u− 2k + 2)!(2π)2k
1− 4−k

1− 2 · 4−k

[
(u− 2k + 2)(u− 2k + 1)

4π2
· 1− 2 · 4−k

1− 4−k
− 1

]
.

When k ≥ 1 , u ≥ 2k + 7 , it is easy to see that

(u− 2k + 2)(u− 2k + 1)

4π2

1− 2 · 4−k

1− 4−k
− 1 >

72

4π2
· 2

3
− 1 =

12

π2
− 1 > 0,

which proves the desired inequality.

3 Proof of Main Theorem
To prove Theorem 1.1, we first introduce an expansion related to wn . Let a = 1

n
, b = 1

n+1
. Then a = b

1−b

and
1

n2k−1
− 1

(n+ 1)2k−1
=

(
b

1− b

)2k−1

− b2k−1.

For fixed N ≥ 1 , set

v(N)
n = logwn + log

√
nπ −

N∑
k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
,

then

v(N)
n − v(N)

n+1 = log

(
2n+ 2

2n+ 1

)
+ log

( √
n√

n+ 1

)
+

N∑
k=1

1− 4−k

k(2k − 1)
B2k

(
1

n2k−1
− 1

(n+ 1)2k−1

)
.

Now

log

(
2n+ 2

2n+ 1

)
+ log

( √
n√

n+ 1

)
= − log

(
1− b

2

)
+

1

2
log(1− b).

Thus v(N)
n − v(N)

n+1 can be expressed in terms of b . Set

fN (y) = − log
(

1− y

2

)
+

1

2
log(1− y) +

N∑
k=1

1− 4−k

k(2k − 1)
B2k

((
y

1− y

)2k−1

− y2k−1

)
.

Then fN (b) = v
(N)
n − v(N)

n+1 .

fN
′(y) =

1

2− y −
1

2(1− y)
+

N∑
k=1

1− 4−k

k(2k − 1)
B2k(2k − 1)

(
y2k−2

(1− y)2k
− y2k−2

)

=
1

2− y −
1

2(1− y)
+

N∑
k=1

1− 4−k

k
B2ky

2k−2((1− y)−2k − 1).
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Expanding all terms in power series, we have

1

2− y −
1

2(1− y)
=

∞∑
u=0

1

2

(y
2

)n
−
∞∑

u=0

1

2
yn =

∞∑
u=1

(
1

2u+1
− 1

2

)
yu,

(1− y)−2k =

∞∑
j=0

C(2k + j − 1, j)yj .

We have
N∑

k=1

1− 4−k

k
B2ky

2k−2((1− y)−2k − 1)

=

N∑
k=1

1− 4−k

k
B2ky

2k−2
∞∑
j=1

C(2k + j − 1, j)yj

=

N∑
k=1

∞∑
j=1

1− 4−k

k
B2kC(2k + j − 1, j)y2k−2+j

=

∞∑
u=1

min(N,du/2e)∑
k=1

1− 4−k

k
B2kC(u+ 1, 2k − 1)

 yu.

Since 2
u+2

C(u+ 2, 2k) = C(u+1,2k−1)
k

, we can define

M (N)
u =

1

2u+1
− 1

2
+

2

u+ 2

min(N,du/2e)∑
k=1

(1− 4−k)B2kC(u+ 2, 2k).

Then

fN
′(y) =

∞∑
u=1

M (N)
u yu.

Now we can complete the proof of our main theorems.

Proof of Theorem 1.1

Let N ≥ 1 be fixed. By Theorem 2.3, if 1 ≤ u ≤ 2N ,

M (N)
u =

1

2u+1
− 1

2
+

2

u+ 2

u+ 2

4
(1− 2−u) = 0. (3.1)

If u = 2N + 1 or u = 2N + 2 , then by (3.1), we M (N+1)
u = 0 . But

M (N)
u = M (N+1)

u − 2

u+ 2
(1− 4−N−1)B2N+2C(u+ 2, 2N + 2).

This implies that if N ≥ 1 is odd, then B2N+2 < 0 and hence M
(N)
2N+1 and M

(N)
2N+2 are both positive, and if

N ≥ 1 is even, then M
(N)
2N+1 and M

(N)
2N+2 are both negative.

If u = 2N + 3 or u = 2N + 4 , we know by (3.1) M (N+2)
u = 0 . If follows that that

M (N)
u = 0− 2

u+ 2
(1− 4−N−1)B2N+2C(u+ 2, 2N + 2)

− 2

u+ 2
(1− 4−N−2)B2N+4C(u+ 2, 2N + 4).
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If N is odd, then B2N+2 < 0 and hence by Lemma 2.5, M (N)
u > 0 and if N is even, then then B2N+2 > 0

and hence M (N)
u < 0 .

Suppose now u ≥ 2N + 5 . If N is odd, then we regroup the terms of M (N)
u to make

M (N)
u

=
2

u+ 2

[
(1− 4−N )B2NC(u+ 2, 2N) + (1− 4−N+1)B2N−2C(u+ 2, 2N − 2)

]
+ · · ·

+
2

u+ 2

[
(1− 4−3)B6C(u+ 2, 6) + (1− 4−2)B4C(u+ 2, 4)

]
+

[
2

u+ 2
(1− 4−1)B2C(u+ 2, 2) +

1

2u+1
− 1

2

]
.

We see that
2

u+ 2
(1− 4−1)B2C(u+ 2, 2) +

1

2u+1
− 1

2
=

1

8
(u+ 1) +

1

2u+1
− 1

2
> 0

and all the other sums are positive by Lemma 2.6, since u ≥ (2N − 2) + 7 . Hence if N is odd, then M
(N)
u > 0

for all u ≥ 2N + 5 .

Similarly, if N is even, and u ≥ 2N + 5 , we regroup the terms in M
(N)
u as

M (N)
u

=
2

u+ 2
(1− 4−N )B2NC(u+ 2, 2N)

+
2

u+ 2

[
(1− 4−N+1)B2N−2C(u+ 2, 2N − 2) + (1− 4−N+2)B2N−4C(u+ 2, 2N − 4)

]
+ · · ·

+
2

u+ 2

[
(1− 4−2)B4C(u+ 2, 4) + (1− 4−2)B2C(u+ 2, 2)

]
+

1

2u+1
− 1

2
.

It is easy to see the first term is negative as B2N < 0 , the last sum is negative and all the other sums are
negative by Lemma 2.6.

Therefore we have showed that M
(N)
u = 0 for u = 1, 2, · · · , 2N and when u ≥ 2N + 1 , if N is odd, then

M
(N)
u > 0 and if N is even, then M

(N)
u < 0 . It follows that f ′N (y) > 0 when N is odd, so fN is increasing.

But fN (0) = 0 , so fN (y) > 0 for y > 0 , which implies v(N)
1 > v

(N)
2 > ... > v

(N)
n > . . . . As v(N)

n → 0 , we know
that v(N)

n > 0 for all n . This proves the left inequality of (1.1). Similarly if N is even, then f ′N (y) < 0 , so fN

is decreasing, and fN (y) < 0 for y > 0 , which implies v(N)
1 < v

(N)
2 < . . . < v

(N)
n < . . . < 0 . This proves the

right inequality of (1.1).

Now let us show that the coefficients in (1.1) are the best possible. Let N be odd. We know from (1.1)

wn >
1√
nπ

exp

(
N∑

k=1

4−k − 1

k(2k − 1)

B2k

n2k−1

)
for all n ≥ 1 . Now we want to find the smallest C such that

wn <
1√
nπ

exp

(
N∑

k=1

4−k − 1

k(2k − 1)

B2k

n2k−1
+

C

n2N+1

)
(3.2)

for all n ≥ 1 .
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By (1.1), we know (3.2) holds for C = CN+1 = 4−N−1−1
(N+1)(2N+1)

B2N+2 for all n ≥ 1 . Now let us show this CN+1

is the smallest constant of C for (3.2) to hold. Suppose now C < CN+1 . Let

ṽ(N+1)
n = v(N+1)

n +
CN+1 − C
n2N+1

,

f̃N+1(y) = fN+1(y) + (CN+1 − C)

((
y

1− y

)2N+1

− y2N+1

)
.

f̃N+1
′(y) = fN+1

′(y) + (CN+1 − C)(2N + 1)y2N
[
(1− y)−2N−2 − 1

]
.

We already showed that for N +1 , M (N+1)
u = 0 for u = 1, . . . , 2N +2 . Thus fN+1

′(y) = o
(
y2N+2

)
. It follows

that for sufficiently small positive y , we have f̃N+1
′(y) > 0 . This implies ṽ(N+1)

n > 0 , and hence the inequality
in (3.3) reverses. Thus CN+1 is the smallest constant of C for (3.2) to hold. The same way can show the
coefficients are the best possible when N is even. �

4 Conclusions
We see recently much progress on the estimates of Wallis ratio, searching for the best bounds. In this paper, we
first get an asymptotic expansion for log(wn

√
nπ) , and then we consider the N th partial sum of this expansion

and show that log(wn
√
nπ) is always larger than SN when N is odd for all n ≥ 1 and always less than SN

when N is even for all n ≥ 1 . Finally we prove that all the coefficients in the asymptotic series are the best
possible.

Competing Interests
Author has declared that no competing interests exist.

References
[1] Benhamou E. Distribution and statistics of the Sharpe Ratio; 2021. ffhal-03207169

[2] Chen CP, Qi F. The best bounds in Wallis inequality. Proc. Amer. Math. Soc. 2005;133(2):397-401.

[3] Guo S, Xu J, Qi F. Some exact constants for the approximation of the quantity in the Wallis’s formula. J.
Inequal. Appl. 2013;2013(67):7.

[4] Koumandos S. Remarks on a paper by Chao-Ping Chen and Feng Qi. Proc. Amer. Math. Soc.
2005;134(5):1365-1367.

[5] Mortici C. Completely monotone functions and the Wallis ratio. Applied Mathematics Letters. 2012;25:717-
722.

[6] Zhao Y, Wu Q. Wallis inequality with a parameter. RGMIA Res. Rep. Coll. 2006;7(2):56.

[7] You X, Chen DR. Sharp approximation formulas and inequalities for the Wallis ratio by continued fraction.
J. Math. Anal. Appl. 2017;455(2):1743-1748.

[8] Qi F. Bounds for the ratio of two gamma functions. J. Inequal. Appl. 2010;2010(493058):84.

[9] Qi F, Luo QM. Bounds for the ratio of two gamma functions: from Wendel’s asymptotic relation to
Elezović-Giordano-Pečarić’s theorem. J. Inequal. Appl. 2013;2013(542):20.

[10] Qi F, Luo QM. Bounds for the ratio of two gamma functions - From Wendel’s and related inequalities to
logarithmically completely monotonic functions. Banach J. Math. Anal. 2012;6(2):132-158.

177



Chen; Asian Res. J. Math., vol. 19, no. 10, pp. 169-178, 2023; Article no.ARJOM.104821

[11] Xu A. Asymptotic expansions related to the Wallis ratio based on the Bell polynomials. Asian Research
Journal of Mathematics. 2022;18(11):342-350.

[12] Jordan C. Calculus of finite difference. New York: Chelsea; 1965.

[13] Liu G, Luo H. Some identities involving Bernoulli numbers. Fibonacci Quarterly. 2005;43(3):208-212.

[14] Alzer H. Sharp bounds for the Bernoulli Numbers. Arch. Math. 2000;74(3):207-211.

[15] D’Aniello C. On some inequalities for the Bernoulli numbers. Rendiconti del Circolo Matematico di Palermo.
1994;43(3):329-332.

[16] Ge H. New sharp bounds for the Bernoulli Numbers and refinement of Becker-Stark inequalities. Journal
of Applied Mathemtaics. 2012;2012(10):7.

————————————————————————————————————————————————————–
© 2023 Chen; This is an Open Access article distributed under the terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and repro-duction in any
medium, provided the original work is properly cited.

Peer-review history:
The peer review history for this paper can be accessed here (Please copy paste the total link in your browser address
bar)
https://www.sdiarticle5.com/review-history/104821

178

http://creativecommons.org/licenses/by/4.0

	Gallery_Proof_2023_ARJOM_104821 - Copy.pdf (p.1)
	Introduction

	Gallery_Proof_2023_ARJOM_104821.pdf (p.2-10)

