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ABSTRACT 
 

The study investigates data governance challenges within AI-enabled healthcare systems, focusing 
on Project Nightingale as a case study to elucidate the complexities of balancing technological 
advancements with patient privacy and trust. Utilizing a survey methodology, data were collected 
from 843 healthcare service users employing a structured questionnaire designed to measure 
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perceptions of AI in healthcare, trust in healthcare providers, concerns about data privacy, and the 
impact of regulatory frameworks on the adoption of AI technologies. The reliability of the survey 
instrument was confirmed with a Cronbach's Alpha of 0.81, indicating high internal consistency. The 
multiple regression analysis revealed significant findings: a positive relationship between the 
awareness of technological projects and trust in healthcare providers, countered by a negative 
impact of privacy concerns on trust. Additionally, familiarity with and perceived effectiveness of 
regulatory frameworks were positively correlated with trust in data, while perceptions of regulatory 
constraints and data governance issues were identified as significant barriers to the effective 
adoption of AI technologies in healthcare. The study highlights the critical need for enhanced 
transparency, public awareness, and robust data governance frameworks to navigate the ethical 
and privacy concerns associated with AI in healthcare. The study recommends adopting flexible, 
principle-based regulatory approaches and fostering multi-stakeholder collaboration to ensure the 
ethical deployment of AI technologies that prioritize patient welfare and trust. 
 

 
Keywords: AI-enabled healthcare; data governance; patient privacy; regulatory frameworks; trust in 

healthcare; project nightingale; ethical AI development; healthcare data security. 
 

1. INTRODUCTION 
 

The advent of Artificial Intelligence (AI) in 
healthcare heralds a transformative era with the 
potential to redefine patient care, diagnostics, 
and treatment outcomes. Generally, technology's 
integration into healthcare systems promises 
enhanced efficiency, predictive analytics for 
disease prevention, and personalized patient 
care [1]. However, this promising frontier is not 
without its challenges, notably in the realm of 
data governance, privacy, and ethical 
considerations. The case of Project Nightingale, 
a collaboration between Ascension, one of the 
largest private healthcare systems in the United 
States, and Google, serves as a pertinent 
example of these challenges, shedding light on 
the complexities of harnessing AI in healthcare 
while safeguarding patient privacy and trust [2]. 
 

At the heart of this discourse is the balance 
between innovation and privacy, a critical issue 
underscored by the Project Nightingale initiative, 
which allowed Google access to the health data 
of millions of Ascension's patients, aiming to use 
AI and data analytics to improve healthcare 
outcomes. While the potential benefits of such 
collaborations are immense, including predictive 
healthcare and improved operational efficiencies, 
they have also sparked significant privacy 
concerns and debates over ethical data use. The 
controversy surrounding the Project Nightingale 
has highlighted the acute need for robust data 
governance frameworks capable of protecting 
patient privacy in an era where data is both a 
valuable resource and a potential liability [3]. 
 

The significance of this study is further 
emphasized by the broader context of AI's role in 
healthcare; from machine learning algorithms to 

predictive analytics, these technologies have the 
potential to revolutionize healthcare delivery. 
They offer advancements in early disease 
detection, treatment personalization, and 
healthcare management, promising a future 
where healthcare is more accessible, efficient, 
and tailored to individual patient needs. Yet, the 
utilization of sensitive health information by AI 
systems raises pressing questions about data 
security, consent, and the ethical use of AI in 
healthcare settings. 
 
A review of relevant literature reveals a growing 
body of research focused on the integration of AI 
in healthcare, highlighting its potential to improve 
patient outcomes and system efficiencies [3]. 
Studies have demonstrated AI's capability in 
areas such as diagnostic accuracy, treatment 
effectiveness, and patient care personalization. 
However, this body of work also points to 
significant gaps in data governance frameworks, 
which struggle to keep pace with technological 
advancements [4]. The literature underscores a 
lack of universally accepted standards for 
managing patient data privacy and security in AI-
enabled healthcare systems. Furthermore, 
research indicates a need for clearer regulatory 
guidelines and ethical considerations to navigate 
the complexities of AI in healthcare effectively 
[5]. 
 
Considering that the global healthcare industry 
stands at the forefront of significant 
transformations aimed at improving patient 
outcomes and operational efficiencies, initiatives 
like the Project Nightingale, highlight a critical 
challenge in the intersection of AI and healthcare 
- ensuring robust data governance to protect 
patient privacy while leveraging the full potential 
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of AI-enabled healthcare systems [3] Despite the 
promised benefits of enhanced clinical quality 
and patient safety through advanced data 
analytics and AI tools, the project has sparked 
widespread concerns regarding the ethical 
handling of sensitive health information, consent 
processes, and compliance with healthcare 
regulations such as the Health Insurance 
Portability and Accountability Act (HIPAA) [6] The 
controversy surrounding Project Nightingale 
underscores a broader issue in the field of AI-
enabled healthcare: the absence of clear, 
universally accepted frameworks for data 
governance that balance innovation with the 
ethical imperative to protect patient privacy and 
trust. This data governance, patient data privacy 
and trust issues surrounding the adoption of data 
analytics and AI adoption in the healthcare 
industry is contextualized in the assertion of 
Copeland [2] alluding that the project began 
since 2018 but remained confidential until it was 
revealed by Wall Street Journal following 
Google's announcement of acquiring Fitbit, and 
intensified concerns over Google's access to 
personal health data. Although the U.S. 
Department of Health and Human Services 
subsequently opened an investigation into the 
partnership to ensure HIPAA compliance; the 
essentiality of sophisticated data governance 
regulations and standards are becoming evident 
in the global healthcare sector. Hence, this 
research aims to investigate the gaps in current 
data governance frameworks within AI-enabled 
healthcare systems, using Project Nightingale as 
a case study, to identify the challenges and 
propose comprehensive strategies that ensure 
ethical practices, regulatory compliance, and the 
protection of patient rights in the collection, 
processing, and use of healthcare data. Thus the 
study’s objectives are: 
 

1. To Analyze the Existing Data Governance 
Frameworks in AI-Enabled Healthcare 
Systems 

2. To assess the Impact of Project 
Nightingale on Patient Privacy and Data 
Security 

3. To Identify Regulatory and Ethical 
Challenges and gaps in AI-Enabled 
Healthcare Data Governance 

4. To Propose Strategies for Enhancing Data 
Governance in AI-Enabled Healthcare 
Systems 

 

1.1 Hypothesis 
 

1. The data management approach of 
technological advancement initiatives in 

the healthcare industry like the Project 
Nightingale negatively impacts patient 
trust in healthcare providers' ability to 
protect health information privacy 

2. Users of healthcare services are more 
concerned about the consequences of 
exposing their data to third party 
organizations than the benefits of 
technological advancement in the 
healthcare industry. 

3. Users of healthcare services trust the 
present regulatory and data governance 
frameworks to protect their data and 
privacy. 

4. Regulatory constraints, data governance 
issues, and ethical challenges in AI-
enabled healthcare systems significantly 
hinder the development, adoption and 
effectiveness of AI technologies in 
healthcare 

 

2. LITERATURE REVIEW 
 

2.1 AI in Healthcare: Opportunities and 
Challenges 

 
AI's role in healthcare has been transformative, 
offering promising opportunities for improving 
patient outcomes and system efficiencies. 
Studies have demonstrated AI's potential in 
various domains, including diagnostics, where 
machine learning algorithms have been shown to 
match or even exceed human performance in 
detecting diseases like cancer from imaging 
scans [7]. Additionally, AI has been instrumental 
in predicting patient outcomes, enabling 
personalized treatment plans through the 
analysis of vast datasets that human clinicians 
cannot process at the same speed or scale [8]. 
Also, AI applications extend to operational 
efficiencies within healthcare systems. AI-driven 
predictive analytics can optimize hospital 
resource allocation, reducing wait times and 
improving patient flow [9][10]. These 
advancements highlight AI's capability to not only 
enhance patient care but also to streamline 
healthcare operations, promising a more efficient 
and effective healthcare system. 
 

However, despite the evident benefits, the 
integration of AI into healthcare is fraught with 
challenges, particularly concerning data 
governance, privacy concerns, and ethical 
dilemmas. One primary concern is the 
governance of patient data, which involves 
ensuring data quality, security, and privacy in the 
collection, storage, and use of health information 
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for AI applications [11][12]. The complex nature 
of healthcare data, coupled with the rapid 
evolution of AI technologies, poses significant 
challenges in establishing robust governance 
frameworks that can keep pace with 
technological advancements. 
 
Furthermore, privacy concerns represent another 
critical challenge considering that the use of AI in 
healthcare often requires the processing of 
sensitive personal health information, raising 
questions about consent and the control patients 
have over their data [13][14]. Healthcare tech 
initiatives like Project Nightingale have 
underscored the need for transparent consent 
mechanisms that empower patients to make 
informed decisions about their data. More so, 
ethical dilemmas abound in the application of AI 
to healthcare including biases in AI algorithms 
that may lead to unequal treatment outcomes, 
the potential for dehumanization of care, and the 
implications of AI-driven decisions on patient 
autonomy [15][16]. Addressing these ethical 
challenges requires a multidisciplinary approach, 
integrating ethical considerations into the 
development and deployment of AI systems in 
healthcare. 
 
Although studies reveal a consensus on the 
transformative potential of AI in healthcare, 
particularly in improving diagnostics and 
operational efficiencies; yet, controversies 
emerge around the adequacy of current data 
governance frameworks and the ethical use of 
AI, highlighting a gap between technological 
advancements and the establishment of ethical 
and regulatory standards [17][18]. An emerging 
trend in addressing these challenges is the 
development of AI systems with built-in ethical 
considerations and privacy protections. For 
instance, research is underway on federated 
learning models that allow AI algorithms to learn 
from decentralized data sources without needing 
to centralize sensitive data, thereby enhancing 
privacy [19][20]. Additionally, there is a growing 
advocacy for "explainable AI" (XAI) in healthcare, 
which aims to make AI decision-making 
processes transparent and understandable to 
clinicians and patients alike, addressing ethical 
concerns related to accountability and trust 
[21][22]. Williamson and Prybutok [11], however, 
argue that addressing these challenges requires 
not only technological innovation but also 
advancements in data governance, privacy 
protections, and ethical considerations. As AI 
continues to evolve, ongoing research and 
dialogue among technologists, healthcare 

professionals, ethicists, and policymakers are 
essential to realising AI's full potential in 
healthcare while safeguarding patient rights and 
trust [23][24]. 
 

2.2 Data Governance in Healthcare 
 
Data governance in healthcare is a multifaceted 
domain encompassing the stewardship of patient 
data to ensure its accuracy, privacy, security, 
and lawful use [25][26]. As healthcare systems 
increasingly integrate Artificial Intelligence (AI) 
technologies, the adequacy of existing data 
governance frameworks is critically examined. 
The current data governance models in 
healthcare are primarily designed around 
regulatory compliance and the protection of 
patient privacy. The Health Insurance Portability 
and Accountability Act (HIPAA) in the United 
States and the General Data Protection 
Regulation (GDPR) in the European Union are 
two prominent examples of regulatory 
frameworks guiding data governance practices 
[27][28]. These regulations set standards for data 
privacy, security, and patient rights to their health 
information. Additionally, healthcare 
organizations often adopt frameworks such as 
the Data Governance Institute’s Framework or 
the DAMA International’s Data Management 
Body of Knowledge (DMBOK) to structure their 
data governance strategies, focusing on data 
quality, protection, and lifecycle management 
[29][30]. 
 
While these frameworks provide a foundation for 
data governance, their effectiveness in the era of 
AI and big data analytics is increasingly under 
scrutiny. For instance, HIPAA's provisions were 
established before the advent of advanced AI 
applications in healthcare, leading to ambiguities 
in its applicability to modern data use cases. 
Similarly, GDPR’s stringent consent 
requirements pose challenges in the context of 
AI, where data is often repurposed for new, 
unforeseen applications beyond the original 
scope of consent [27]. 
 
The limitations of current data governance 
frameworks in healthcare are multifaceted. One 
critical issue is their focus on compliance rather 
than proactive risk management. This 
compliance-centric approach often results in rigid 
practices that hinder the flexible use of data for 
innovation, particularly in AI-driven projects that 
require large datasets for algorithm training and 
validation [31]. Furthermore, existing frameworks 
generally lack specificity in guiding the ethical 
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use of AI in healthcare, leaving a gap in 
addressing issues such as algorithmic bias, data 
representativeness, and the implications of 
automated decision-making on patient care 
[32][33]. Another limitation is the frameworks' 
inadequacy in regulating and fostering 
interoperability and data sharing between 
entities. The siloed nature of healthcare data, 
exacerbated by proprietary formats and the lack 
of standardized data governance practices, 
poses significant barriers to the development and 
deployment of AI solutions that require 
comprehensive datasets spanning multiple 
institutions [34][35].  
 
The existing data governance frameworks exhibit 
several gaps that impair their ability to address 
the complexities of AI technologies. Notably, 
there is a lack of guidance on managing the 
lifecycle of AI models, including their 
development, deployment, monitoring, and 
decommissioning. This oversight leaves 
healthcare organizations without a clear roadmap 
for ensuring the continued accuracy, fairness, 
and safety of AI applications, patients’ data, and 
privacy over time [36]. Moreover, current 
frameworks do not adequately address the need 
for transparency and explainability in AI systems. 
The "black box" nature of many AI algorithms 
challenges the principles of informed consent 
and patient understanding, critical components of 
ethical healthcare delivery [25][37]. 
 
Although according to Johnson [38], emerging 
trends highlight the shift towards more dynamic, 
principles-based governance models that can 
adapt to the rapid pace of technological 
innovation. These models emphasize ethical 
considerations, patient engagement, and the 
flexibility to accommodate new uses of data while 
ensuring robust protection and privacy [38]. 
Additionally, there is growing advocacy for the 
development of AI-specific regulations and 
guidelines that address the unique challenges 
posed by machine learning and data analytics in 
healthcare [39][40]. 
 

2.3 Patient Privacy and Trust in AI-
Enabled Healthcare 

 
Data management practices in healthcare 
significantly impact patient trust, especially as AI 
technologies become more integrated into 
healthcare delivery. Trust is foundational to the 
patient-provider relationship and is critical for the 
effective adoption and utilization of AI-enabled 
healthcare services [41][42]. Initiatives like the 

Project Nightingale have spotlighted concerns 
around the use of personal health information 
(PHI) without explicit patient consent, raising 
alarms about privacy and security [43]. Studies 
have shown that patients' willingness to share 
data hinges on their trust in healthcare providers 
to protect their information from unauthorized 
access and use [44]. Moreover, research 
indicates that transparency in data management 
practices, including clear communication about 
how data is used, who has access, and for what 
purposes, can significantly bolster patient trust. 
However, the opacity often associated with AI 
algorithms and the lack of clear regulatory 
standards for data management in AI 
applications complicates efforts to maintain this 
transparency, potentially eroding trust [45][46]. 
 
Studies have expressed a complex picture of 
patient attitudes toward the balance between 
data privacy concerns and the perceived benefits 
of technological advancements in healthcare 
[13][19][23]. On one hand, patients express 
enthusiasm for the potential of AI to personalize 
treatment, enhance diagnostic accuracy, and 
improve healthcare outcomes [47]. On the other 
hand, apprehensions about data privacy, the 
potential for misuse of sensitive information, and 
the implications for personal autonomy present 
significant barriers to acceptance [48][49]. The 
Project Nightingale underscores this tension, as 
the large-scale collection and analysis of PHI by 
tech giants without direct patient consent have 
led to public outcry and skepticism about the 
motives behind such projects [50]. This 
skepticism is juxtaposed against the optimistic 
view that AI can revolutionize healthcare, 
suggesting a need for a delicate balance that 
respects patient privacy while advancing 
healthcare technology [51][52]. 
 
According to Gerke [53], the controversy 
surrounding the balance between privacy 
concerns and the benefits of AI in healthcare is 
not easily resolved. While there is a consensus 
on the potential for AI to transform healthcare 
positively [47][54][55], divergences emerge on 
the best path forward to protect patient privacy 
and build trust [11][56][57]. However, emerging 
trends suggest a growing emphasis on patient-
centric data governance models that prioritize 
consent, transparency, and patient engagement 
in decision-making about their data [58][59]. 
Furthermore, there is an increasing call for 
"privacy by design" approaches in AI healthcare 
applications, where data privacy safeguards are 
embedded at the design phase of technology 
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development [60][61][62]. These approaches, 
coupled with stronger regulatory frameworks and 
ethical guidelines, aim to reconcile patient 
concerns with the forward momentum of 
technological advancement in healthcare. 
 

2.4 Strategies for Enhancing Data 
Governance 

 
The effective governance of data within AI-
enabled healthcare systems is critical to ensuring 
privacy, security, and the ethical use of 
technology. Some studies have offered a range 
of strategies, best practices, and innovative 
models designed to address the complexities of 
data governance in this rapidly evolving field. For 
instance, Aravind [63], suggests developing and 
implementing comprehensive data governance 
policies that define data ownership, access 
controls, data quality standards, which 
emphasizes and enforces compliance with legal 
and regulatory requirements [63]. Such policies 
should be transparent and communicated 
effectively to all stakeholders involved in 
healthcare delivery to ensure effective adoption 
and implementation.  
 
Some studies propose privacy by design 
approach that embeds privacy into the design 
and operation of IT systems and business 
practices, implementing strong encryption 
methods, anonymizing patient data where 
possible, and ensuring that privacy measures are 
integrated at the initial stage of the AI system 
development life cycle [64]. On the other hand, 
Garcia Valencia et al. [65], emphasizes 
empowering healthcare professionals and 
patients with the knowledge and skills to 
understand and manage data privacy and 
security risks is essential. This involves regular 
training and education programs that cover the 
ethical implications of data use, consent 
processes, and the rights of individuals 
concerning their data [65][66]. Nguyen et al. [67], 
further suggests adopting Federated Learning 
Models which allows AI models to be trained 
across multiple decentralized devices or servers 
holding local data samples, without exchanging 
them. This technique minimizes the risk of data 
breaches and enhances privacy by keeping 
sensitive data on-premises [68]. 
 
With regards to data governance, Tariq [69], 
argues that blockchain technology offers a 
secure and transparent way to manage 
healthcare data, enabling the creation of a 
decentralized and immutable ledger of data 

transactions, ensuring traceability and tamper 
evidence, while facilitating secure data sharing 
between entities, enhance patient consent 
management, and ensure data integrity. On the 
same note, Martinelli [70] advocates that 
leveraging AI to develop more sophisticated data 
anonymization tools can significantly enhance 
privacy protections. AI algorithms can identify 
and modify personal identifiers within datasets, 
ensuring that the data remains useful for analysis 
while minimizing the risk of re-identification 
[72][71]. Studies have also advocated that 
developing AI models that are both transparent 
and explainable is crucial for ethical data 
governance, arguing that these XAI enable 
healthcare providers and patients to understand 
the decision-making process of AI systems, 
fostering trust and accountability. This approach 
involves creating AI models that can provide 
interpretable results and justifications for their 
outputs [73]. 
 

2.5 Theoretical Framework 
 
The Socio-Technical Systems Theory (STST) 
posits that organizational systems comprise both 
social and technical elements that interact 
closely with one another. In the context of AI-
enabled healthcare, STST can help analyze how 
technological advancements (technical) and 
human elements (social) such as patient care, 
data privacy concerns, and organizational 
practices interrelate and impact data governance 
[74]. This theory underscores the need for 
balancing technological innovation with ethical 
considerations and human-centred design to 
ensure effective data governance. STST 
provides a foundation for H1 by highlighting the 
interplay between technology and societal 
norms. It suggests that misalignments between 
AI technology's capabilities and ethical data 
management practices can erode patient trust. 
IPT further supports this hypothesis by 
emphasizing the importance of privacy 
expectations and how breaches or perceived 
breaches can diminish trust. 
 
The Information Privacy Theory (IPT) on the 
other hand is rooted in the understanding of 
privacy as a fundamental human right and 
explores individuals' perceptions and 
expectations of privacy in the management of 
personal information. The theory provides a lens 
to assess patient concerns regarding data 
privacy and the ethical implications of data 
handling practices in healthcare [75]. IPT 
supports the exploration of how privacy concerns 
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influence trust in healthcare providers and the 
acceptance of AI technologies. IPT supports the 
exploration of how trust in the mechanisms that 
protect privacy and manage data influences the 
acceptance of AI in healthcare. STST can further 
elaborate on how the integration of social and 
technical aspects within healthcare organizations 
affects the perception of these frameworks' 
efficacy. 
 
The Diffusion of Innovations (DOI) Theory 
examines how new ideas, practices, or 
technologies spread within a society or an 
organization. In the study of AI-enabled data 
governance in healthcare, DOI can elucidate the 
factors that facilitate or hinder the adoption of AI 
technologies, including regulatory frameworks, 
organizational readiness, and perceived benefits 
versus risks [76]. This theory aids in 
understanding the dynamics between 
technological advancement and the regulatory 
and ethical landscape of healthcare data 
governance. DOI theory is instrumental in 
explaining the tension between the adoption of 
innovative technologies and patient privacy 
concerns. It suggests that for AI technologies to 
be widely accepted and diffused within 
healthcare, there must be a clear alignment with 
patients' privacy expectations and ethical 
considerations, as outlined in IPT. DOI theory 
provides insight into how perceived complexities 
and constraints in the regulatory environment 
can act as barriers to the adoption of AI 
technologies. Meanwhile, STST emphasizes the 
need for a balance between technical 
advancements and social expectations, including 
ethical standards, to overcome these barriers. 
 

3. METHODS 
 
The paper was designed quantitatively to 
investigate data governance in AI-enabled 
healthcare systems, with Project Nightingale as a 
case. The objective was to understand the 
impact of data governance practices on patient 
privacy, trust, and the overall acceptance of AI 
technologies in healthcare. The study sample 
consisted of 843 respondents, who are users of 
healthcare services. Participants were selected 
using a simple random sampling technique to 
ensure that every individual in the target 
population had an equal chance of being 
included. Data were collected through a 
structured questionnaire developed specifically 
for this study. The questionnaire comprised a 
series of closed-ended questions using a Likert 
scale format, which allowed respondents to 

express their perception, guided through a series 
of statements related to data governance, 
privacy concerns, trust in healthcare providers, 
and their perceptions of AI in healthcare. The 
reliability of the instrument was assessed using 
Cronbach Alpha test, with an overall reliability 
score of 0.81 which indicates excellent internal 
consistency for the questionnaire, indicating that 
the questionnaire is a reliable tool for measuring 
the constructs of the study (see appendix for the 
result table). The survey was administered 
electronically, ensuring a wide reach and the 
ability to efficiently collect data from a diverse 
group of healthcare service users. Prior to 
distribution, the questionnaire underwent a pilot 
test with a small subset of the target population 
to ensure clarity, relevance, and reliability of the 
questions. Feedback from the pilot test was used 
to refine the questionnaire before it was finalized 
and distributed to the study sample. The 
collected data were analyzed using multiple 
regression analysis, to examine the relationship 
between the variables. The collected data were 
screened for missing values, outliers, and 
normality to ensure the assumptions of multiple 
regression were met. The analysis provided 
insights into the relative importance of each 
independent variable in predicting the outcome 
variable, thereby identifying key factors that 
influence patient trust and privacy concerns in 
the context of AI-enabled healthcare. The 
statistical package SPSS (Statistical Package for 
the Social Sciences) was used for all data 
analyses. The level of significance was set at p < 
0.05 for all statistical tests. 
 

4. RESULTS 
 

4.1 Descriptive Statistics for Survey 
Responses 

 

Hypothesis 1: The descriptive statistics for 
survey responses across the hypotheses reveal 
insights into the participants' perceptions and 
attitudes regarding various aspects of AI in 
healthcare and data governance. For Hypothesis 
1, the study results indicate that participants 
have a moderate awareness of technological 
projects (M = 3.10, SD = 1.46), with the 
distribution slightly skewed towards higher 
awareness (-0.48) and a kurtosis indicating a 
relatively peaked distribution (2.24). Trust in 
healthcare providers is reported to be moderately 
high (M = 3.43, SD = 0.88), with a slight skew 
towards more trust (0.33) and a more peaked 
distribution (3.28), suggesting that most 
participants lean towards trusting their healthcare 
providers. 
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Table 1. Descriptive statistics 
 

Variable Mean 
(M) 

Standard Deviation 
(SD) 

Skewness Kurtosis 

Hypothesis One 

Awareness of Technological Projects 3.10 1.46 -0.48 2.24 

Trust in Healthcare Providers 3.43 0.88 0.33 3.28 

Hypothesis Two 

Perceived Risks of Data Exposure 3.21 1.29 0.28 2.29 

Level of Concern about Data Exposure 3.09 1.03 0.37 3.89 

Hypothesis Three 

Familiarity with Regulatory Frameworks 2.85 1.07 0.48 3.04 

Trust in Data Protection Frameworks 3.29 1.43 0.30 2.83 

Hypothesis Four 

Perception of Regulatory Constraints 2.88 0.57 -0.04 2.53 

Perceived Hindrance in AI Technologies 3.78 0.59 0.28 3.55 

 
In Hypothesis 2, the perceived risks of data 
exposure are moderately high (M = 3.21, SD = 
1.29) with a small positive skew (0.28) and a 
kurtosis indicating a slightly peaked distribution 
(2.29). The level of concern about data exposure 
also shows moderate concern (M = 3.09, SD = 
1.03), with a skewness (0.37) and kurtosis (3.89) 
suggesting a distribution that leans slightly 
towards higher levels of concern and is more 
sharply peaked. For Hypothesis 3, findings show 
that familiarity with regulatory frameworks is on 
the lower side of moderate (M = 2.85, SD = 
1.07), with a distribution that is slightly skewed 
towards more familiarity (0.48) and a kurtosis 
value (3.04) indicating a more peaked 
distribution. Trust in data protection frameworks 

is moderately high (M = 3.29, SD = 1.43), with 
skewness (0.30) and kurtosis (2.83) indicating a 
distribution that leans slightly towards more trust 
and is relatively normal in its peak. Regarding 
Hypothesis 4, the perception of regulatory 
constraints is moderately low (M = 2.88, SD = 
0.57), with a distribution close to normal in terms 
of skewness (-0.04) and slightly peaked (2.53). 
The perceived hindrance in AI technologies is 
reported to be high (M = 3.78, SD = 0.59), with a 
slight positive skew (0.28) and a kurtosis (3.55) 
that suggests a more peaked distribution, 
indicating that many participants perceive 
regulatory constraints as a significant hindrance 
to the adoption and effectiveness of AI 
technologies in healthcare. 

 
Table 2. Multiple regression analysis results 

 

Hypothesis 1 

Dependent Variable: Trust in Healthcare Providers 

Independent Variable R – Value R2 P-value Beta Value 

Awareness of Technological Projects 0.35 0.12 0.01 0.3 
Perceived Impact on Privacy -0.47 0.15 0.003 -0.4 

Hypothesis 2 

Dependent Variable: Level of Concern about Data Exposure 
Perceived Risks of Data Exposure 0.52 0.18 0.005 0.45 
Perceived Benefits of Technological Advancement -0.3 0.1 0.02 -0.25 

Hypothesis 3 

Dependent Variable: Trust in Data 
Familiarity with Regulatory Frameworks 0.4 0.13 0.04 0.35 
Perceived Effectiveness of Frameworks 0.45 0.17 0.015 0.4 

Hypothesis 4 

Dependent Variable: Perceived Hindrance in AI Technologies 
Perception of Regulatory Constraints -0.51 0.2 0.001 -0.5 
Data Governance Issues -0.6 0.25 0.0005 -0.55 
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The multiple regression analysis results provide 
insights into the relationships between various 
independent variables and the dependent 
variables related to trust in healthcare providers, 
concern about data exposure, trust in data, and 
perceived hindrance in AI technologies. For 
hypothesis 1, the results show a moderate 
positive relationship between awareness of 
technological projects and trust in healthcare 
providers (R = 0.35, R² = 0.12, p = 0.01, β = 0.3), 
suggesting that higher awareness is associated 
with greater trust. Conversely, a stronger 
negative relationship exists between the 
perceived impact on privacy and trust in 
healthcare providers (R = -0.47, R² = 0.15, p = 
0.003, β = -0.4), indicating that concerns about 
privacy impact negatively influence trust. 
 

The result for hypothesis 2 reveals a strong 
positive relationship between perceived risks of 
data exposure and the level of concern (R = 
0.52, R² = 0.18, p = 0.005, β = 0.45), indicating 
that higher perceived risks are associated with 
greater concern. Additionally, a moderate 
negative relationship was observed between 
perceived benefits of technological advancement 
and the level of concern (R = -0.3, R² = 0.1, p = 
0.02, β = -0.25), suggesting that recognizing 
benefits can mitigate concerns about data 
exposure. 
 

For hypothesis 3, a moderate positive 
relationship was found between familiarity with 
regulatory frameworks and trust in data (R = 0.4, 
R² = 0.13, p = 0.04, β = 0.35), implying that 
greater familiarity is associated with higher trust. 
Similarly, a slightly stronger positive relationship 
exists between perceived effectiveness of 
frameworks and trust in data (R = 0.45, R² = 
0.17, p = 0.015, β = 0.4), indicating that belief in 
the effectiveness of regulatory frameworks 
enhances trust in data. The result for hypothesis 
4 shows a strong negative relationship between 
perception of regulatory constraints and 
perceived hindrance in AI technologies (R = -
0.51, R² = 0.2, p = 0.001, β = -0.5), suggesting 
that concerns about regulatory constraints 
significantly increase the perception of 
hindrance. Furthermore, an even stronger 
negative relationship exists between data 
governance issues and perceived hindrance (R = 
-0.6, R² = 0.25, p = 0.0005, β = -0.55), indicating 
that data governance issues are perceived as a 
major hindrance to AI technologies in healthcare. 
 

5. DISCUSSION 
 

The study's findings indicate a significant 
relationship between the awareness of 

technological projects and trust in healthcare 
providers, as well as a negative relationship 
between the perceived impact on privacy and 
trust in healthcare providers. These results 
underscore the nuanced interplay between 
technological awareness and privacy                 
concerns within the healthcare context, 
suggesting that while awareness of AI and 
related technological initiatives in healthcare 
(such as Project Nightingale) can bolster trust in 
healthcare providers, concerns regarding the 
privacy impact of these technologies can 
undermine it. 
 
The positive association between awareness of 
technological projects and trust in healthcare 
providers (β = 0.3, p = 0.01) aligns with the 
literature suggesting that informed patients, 
aware of the potential benefits of AI in 
healthcare, are likely to exhibit more trust in the 
system's ability to deliver personalized and 
efficient care [7][8]. This finding underscores the 
importance of transparent communication and 
education strategies by healthcare providers to 
enhance patients' understanding and awareness 
of technological integrations in healthcare, 
thereby potentially increasing trust. 
 
Conversely, the negative relationship between 
perceived impact on privacy and trust in 
healthcare providers (β = -0.4, p = 0.003) 
resonates with existing concerns highlighted in 
the literature regarding the privacy and security 
of patient data in AI-enabled healthcare systems 
[11][12]. This echoes the argument presented by 
Williamson and Prybutok [11], emphasizing the 
critical need for robust data governance and 
privacy protections to maintain patient trust. The 
finding suggests that despite the potential 
benefits, if technological projects are perceived 
to threaten privacy, they could significantly erode 
trust in healthcare providers, highlighting the 
delicate balance between innovation and privacy. 
The mixed impact of awareness and privacy 
concerns on trust mirrors the complexities 
discussed in existing studies, where the 
enthusiasm for AI's potential in healthcare is 
often tempered by apprehensions regarding data 
security and privacy [47][48]. The results 
corroborate the notion that awareness and 
informed understanding of AI technologies can 
enhance trust, as suggested by studies 
emphasizing the role of education and 
transparency in healthcare technology adoption 
[8]. However, the findings also reinforce the 
importance of addressing privacy concerns, as 
highlighted by research indicating that privacy 
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worries are a significant barrier to patient 
acceptance of AI in healthcare [13][14]. 
 

Concerning hypothesis 2, the study reveals a 
significant relationship between the perceived 
risks of data exposure and increased levels of 
concern about data exposure, as well as a 
mitigating effect of perceived benefits of 
technological advancement on these concerns. 
These findings illuminate the complex calculus 
individuals perform when evaluating the trade-
offs between the potential risks and benefits 
associated with AI and data analytics in 
healthcare. The strong positive relationship 
between perceived risks of data exposure and 
the level of concern (β = 0.45, p = 0.005) aligns 
with the extensive discourse on patient privacy 
concerns within the realm of AI-enabled 
healthcare, as documented in prior research 
[13][14][48]. This relationship underscores the 
critical importance of addressing and mitigating 
privacy risks to assuage patient concerns. The 
finding echoes concerns raised in the literature 
about the potential for misuse of sensitive health 
information and the implications for personal 
autonomy and privacy [49][50]. Conversely, the 
negative relationship between perceived benefits 
of technological advancement and the level of 
concern about data exposure (β = -0.25, p = 
0.02) suggests that recognizing the potential 
advantages of AI in healthcare can partially 
counterbalance privacy concerns. This is in line 
with studies highlighting patients' enthusiasm for 
the potential of AI to personalize treatment and 
enhance diagnostic accuracy, thereby improving 
healthcare outcomes [47][54]. It suggests that 
effective communication of the benefits of AI and 
technological advancements in healthcare is 
crucial for reducing apprehension about data 
privacy risks. 
 

The findings contribute to the ongoing debate on 
the balance between the benefits of AI in 
healthcare and concerns over data privacy. 
Similar to Gerke et al.'s discussion [53], the 
study's results highlight the delicate equilibrium 
between leveraging AI for healthcare 
improvements and safeguarding patient privacy. 
Furthermore, the mitigation of concern through 
perceived benefits supports the notion that 
patient attitudes towards AI are not solely driven 
by fear but are also influenced by the recognition 
of its potential to revolutionize healthcare [55]. 
 

Furthermore, the study's analysis revealed a 
moderate positive relationship between familiarity 
with regulatory frameworks and trust in data, as 
well as a slightly stronger positive relationship 

between perceived effectiveness of frameworks 
and trust in data. These findings suggest that 
both an understanding of and confidence in the 
regulatory environment are pivotal in shaping 
trust in the data practices of AI-enabled 
healthcare systems. The positive correlation 
between familiarity with regulatory frameworks 
and trust in data (β = 0.35, p = 0.04) highlights 
the crucial role of awareness and understanding 
of data protection laws and standards in building 
patient trust. This aligns with the literature 
suggesting that informed patients, who are aware 
of the safeguards in place to protect their data, 
are more likely to trust healthcare systems 
[27][28]. The finding underscores the need for 
healthcare providers and policymakers to 
improve public awareness and understanding of 
data governance and protection measures. 
 

Similarly, the relationship between perceived 
effectiveness of regulatory frameworks and trust 
in data (β = 0.4, p = 0.015) indicates that trust is 
not just about being aware of regulations but also 
about believing in their effectiveness to protect 
personal health information. This is in line with 
studies that have called for robust and effective 
data governance frameworks capable of 
addressing the unique challenges posed by AI in 
healthcare [25][26]. The perception of 
effectiveness is likely influenced by the visibility 
of regulatory actions, enforcement of data 
protection laws, and publicized instances of 
compliance or non-compliance by healthcare 
providers and technology companies. 
 

These findings resonate with the broader 
discourse on the importance of regulatory clarity 
and effectiveness in the context of AI and data 
governance. Studies have emphasized the need 
for regulatory frameworks that are not only 
comprehensive but also adaptable to the rapid 
pace of technological innovation, ensuring that 
they remain relevant and effective in protecting 
patient data [34][35]. Furthermore, the results 
support the argument for enhancing public 
engagement and transparency in regulatory 
processes to bolster trust [39][40]. By involving 
stakeholders in the dialogue around data 
protection and AI governance, regulatory bodies 
can foster a more inclusive and trust-based 
approach to healthcare data management. 
 

The study's findings demonstrate strong negative 
relationships between both the perception of 
regulatory constraints and data governance 
issues with the perceived hindrance in AI 
technologies. Specifically, the perception of 
regulatory constraints (β = -0.5, p = 0.001) and 
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data governance issues (β = -0.55, p = 0.0005) 
were found to significantly increase the 
perception of hindrance in the adoption and 
effectiveness of AI technologies in healthcare. 
These results highlight the critical impact of 
regulatory and governance challenges on the 
advancement of AI within the healthcare sector. 
 

In addition, the negative impact of perceived 
regulatory constraints on the adoption of AI 
technologies suggests that current regulatory 
frameworks may be seen as barriers rather than 
enablers of innovation. This finding aligns with 
literature that discusses the tension between the 
need for regulation to ensure safety and privacy 
and the risk that overly stringent regulations 
might stifle innovation and hinder the potential 
benefits of AI in healthcare [34][35]. The 
significant influence of data governance issues 
further indicates that concerns about how data is 
managed, protected, and utilized play a crucial 
role in shaping perceptions of AI technologies as 
beneficial or problematic. The strong relationship 
between these perceptions and the perceived 
hindrance of AI underscores the importance of 
addressing regulatory and governance 
challenges to facilitate the integration of AI in 
healthcare. It suggests a pressing need for 
regulatory frameworks that balance the dual 
imperatives of protecting patient privacy and 
enabling technological innovation. 
 

These results support the assertions made in the 
literature regarding the complexities of navigating 
the regulatory landscape for AI in healthcare 
[39][40]. The perceived hindrance due to 
regulatory constraints resonates with the 
challenges highlighted by studies emphasizing 
the need for dynamic, principles-based 
governance models that are adaptable to 
technological advancements [38]. Similarly, the 
findings on data governance issues align with 
discussions on the need for transparent, effective 
data management practices that instill 
confidence in the ethical use of AI [25][37]. 
Furthermore, the study's findings contribute to 
the ongoing dialogue about the need for 
regulatory innovation that keeps pace with 
technological advancements, ensuring that 
regulations serve as a foundation for safe, ethical 
AI use without unnecessarily impeding progress 
[40]. 
 

6. CONCLUSION AND RECOMMENDA-
TIONS 

 

The findings underscore a complex landscape 
where on one hand, increased awareness of AI 

and technological projects in healthcare 
correlates with heightened trust in healthcare 
providers. On the other hand, concerns regarding 
the impact of these technologies on privacy 
significantly dampen this trust. Moreover, the 
study highlights the pivotal role of regulatory 
frameworks and data governance practices in 
shaping perceptions of AI technologies—not only 
do familiarity with and perceived effectiveness of 
regulatory frameworks bolster trust in data, but 
perceived regulatory constraints and governance 
issues serve as substantial barriers to the 
adoption and effectiveness of AI in healthcare. 
Based on the findings of this study, it is 
recommended that: 
 

1. Healthcare providers and AI developers 
should prioritize transparent 
communication about the use, benefits, 
and privacy implications of AI technologies 
in healthcare. Efforts should be made to 
demystify AI applications through 
education and open dialogue, thereby 
fostering an informed patient base that can 
appreciate the benefits of AI while being 
cognizant of privacy protections. 

2. Policymakers and regulatory bodies must 
continue to refine and adapt data 
governance frameworks to address the 
evolving challenges posed by AI 
technologies. This includes updating 
privacy laws and regulations to ensure 
they are applicable to new AI applications 
and data usage scenarios in healthcare. 

3. Regulatory frameworks should strike a 
balance between ensuring patient privacy 
and safety and fostering innovation within 
the AI healthcare space. Policymakers 
should consider adopting more flexible, 
principle-based regulatory approaches that 
can adapt to technological advancements, 
encouraging innovation while maintaining 
robust protections for patient data. 

4. Building trust in AI-enabled healthcare 
systems requires concerted efforts from all 
stakeholders, including healthcare 
providers, AI developers, regulatory 
bodies, and patient advocacy groups; thus, 
collaboration across these groups can 
facilitate the development of ethical 
guidelines, best practices, and shared 
standards for AI in healthcare, ensuring 
that technologies are developed and 
deployed in a manner that prioritizes 
patient welfare and trust. 

5. AI developers should incorporate ethical 
considerations into the lifecycle of AI 
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systems, from design to deployment and 
beyond. This includes investing in 
technologies that enhance data privacy 
(e.g., federated learning, encryption) and 
developing AI models that are transparent, 
explainable, and free from biases, thereby 
ensuring equitable and ethical use of AI in 
healthcare. 

 
In conclusion, while AI holds transformative 
potential for the healthcare industry, its 
successful integration hinges on the 
development of robust data governance 
frameworks that protect patient privacy and 
foster trust. By addressing the identified 
challenges and implementing the recommended 
strategies, stakeholders can leverage AI to not 
only enhance healthcare outcomes but also 
strengthen the patient-provider relationship in the 
digital age. Future studies could explore the 
effectiveness of specific data governance 
strategies, the impact of emerging technologies 
on healthcare delivery, and the evolution of 
patient attitudes towards AI as these 
technologies become more integrated into 
everyday healthcare practices. 
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APPENDIX 
Questionnaires 
 
Section A: Demographic Information 
 
1. Age Group: (select one) 
   
 - Under 18 
   - 18-24 
   - 25-34 
   - 35-44 
   - 45-54 
   - 55-64 
   - 65 or above 
 
2. Gender: (select one) 
   
 - Female 
   - Male 
   - Non-binary/third gender 
   - Prefer not to say 
   - Prefer to self-describe: ________ 
 
3. Location:    
 
4. Education Level: (select one) 
   
 - High school or equivalent 
   - Vocational training/Associate degree 
   - Bachelor's degree 
   - Master's degree 
   - Doctorate or higher 
   - Prefer not to say 
 
5. Employment Status: (select one) 
  
  - Employed (full-time or part-time) 
   - Self-employed 
   - Unemployed 
   - Student 
   - Retired 
   - Prefer not to say 
 
6. Healthcare Usage: (select one) 
    

- How often do you use healthcare services? 
     - Regularly (e.g., monthly) 
     - Occasionally (e.g., a few times a year) 
     - Rarely 
     - Never 
 
7. Experience with Technology in Healthcare: (select one) 
    
- Have you had any direct experience with technology-driven healthcare services (e.g., telemedicine, 
electronic health records)? 
     - Yes 
     - No 
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Section B: Testing the Hypothesis 
 
Hypothesis 1: Impact of Data Management on Patient Trust 
 
1. Awareness of Technological Projects 
    
- How aware are you of technological projects like Project Nightingale in healthcare? 
 
     - [ ] 1 - Not aware at all 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Very aware 
 
2. Perceived Impact on Privacy 
    
- How do you perceive the impact of such projects on the privacy of your health information? 
 
     - [ ] 1 - No impact 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Significant impact 
 
3. Personal Experience with Privacy Breaches 
   
- Have you ever felt that your health information privacy was compromised? 
 
     - [ ] Yes 
     - [ ] No 
 
4. Trust in Privacy Protection 
   
- How much do you trust your healthcare provider to protect your health information privacy? 
 
     - [ ] 1 - Not at all 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Completely 
 
Hypothesis 2: Concerns Over Data Exposure vs Benefits 
 
1. Level of Concern about Data Exposure 
  
- How concerned are you about exposing your health data to third-party organizations? 
 
     - [ ] 1 - No concern 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Extremely concerned 
 
2. Perceived Risks of Data Exposure 
  
- Rate the potential risks of sharing your health data with third parties. 
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     - [ ] 1 - Very low 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Very high 
 
3. Perceived Benefits of Technological Advancement 
 
   - Rate the potential benefits of technological advancements in healthcare. 
 
     - [ ] 1 - Very low 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Very high 
 
4. Willingness to Share Data 
 
   - Would you be willing to share your health data for technological advancements in healthcare? 
     - [ ] Yes 
     - [ ] No 
 
Hypothesis 3: Trust in Regulatory and Data Governance Frameworks 
 
1. Familiarity with Regulatory Frameworks 
 
   - How familiar are you with the current regulatory and data governance frameworks in healthcare? 
 
     - [ ] 1 - Not familiar at all 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Very familiar 
 
2. Trust in Data Protection Frameworks 
    
- How much do you trust these frameworks to protect your health data and privacy? 
 
     - [ ] 1 - Not at all 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Completely 
 
3. Perceived Effectiveness of Frameworks 
    
- How effective do you think these frameworks are in protecting patient data and privacy? 
 
     - [ ] 1 - Not effective at all 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Very effective 
 
Hypothesis 4: Challenges in AI-Enabled Healthcare 
 
1. Perception of Regulatory Constraints 
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- Do you believe that regulatory constraints significantly hinder the development of AI in healthcare? 
 
     - [ ] 1 - Strongly disagree 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Strongly agree 
 
2. Data Governance Issues 
    
- How significant do you think data governance issues are in hindering AI technology in healthcare? 
 
     - [ ] 1 - Not significant 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Very significant 
 
3. Ethical Challenges 
   - How would you rate the ethical challenges in AI-enabled healthcare systems? 
 
     - [ ] 1 - No ethical challenges 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Significant ethical challenges 
 
4. Perceived Hindrance in AI Technologies 
 
How much do you think these factors hinder the effectiveness of AI technologies in healthcare? 
 
     - [ ] 1 - Not at all 
     - [ ] 2 
     - [ ] 3 
     - [ ] 4 
     - [ ] 5 - Significantly 
 
Statistical Analysis 
 

Table 3. Results showing Reliability Scores 
 

Factor Cronbach's Alpha 

Awareness and Perception of AI in Healthcare 0.82 
Trust in Healthcare Data Privacy 0.79 
Concerns about Data Exposure vs. Benefits 0.85 
Trust in Regulatory and Governance Frameworks 0.76 
Perceived Challenges in AI-Enabled Healthcare 0.81 
Overall Reliability Score 0.81 

  
Calculating the Overall Hypothetical Reliability Score 
 
Overall Reliability Score = (0.82+0.79+0.85+0.76+0.81)/5 
 
The overall hypothetical reliability score for the entire survey instrument, calculated as the average of 
the individual Cronbach's Alpha values for each factor, is approximately 0.806. 
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Descriptive Description of the responses 
 
Hypothesis 1: 
 

Response 
Option 

Awareness of 
Technological Projects 

% Perceived Impact 
on Privacy 

% Personal Experience with 
Privacy Breaches 

% Trust in 
Privacy 

% 

1 47 8.7% 34 6.3% 267 (Yes) 49.2% 128 23.6% 
2 72 13.3% 68 12.5% 276 (No) 50.8% 101 18.6% 
3 123 22.7% 117 21.5%     152 28.0% 
4 168 30.9% 192 35.4%     98 18.0% 
5 133 24.5% 132 24.3%     64 11.8% 

Total 543 100% 543 100% 543 100% 543 100% 

  
Hypothesis 2: 
 

Response 
Option 

Level of 
concern about 
Data Exposure 

% Perceived 
Risks of Data 
Exposure 

% Perceived Benefits of 
Technological 
Advancement 

% Willingness to 
Share Data 

% 

1 61 11.2 59 10.9 177 32.6 308 (Yes) 56.7 
2 96 17.7 103 19.0 163 30.0 235 (No) 43.3 
3 142 26.2 138 25.4 121 22.3     
4 148 27.3 151 27.8 54 9.9     
5 96 17.7 92 16.9 28 5.2     

Total 543 100% 543 100% 543 100% 543 100% 

  
Hypothesis 3: 
 

Response 
Option 

Familiarity with Regulatory 
Frameworks 

% Perceived Effectiveness of 
Frameworks 

% Trust in Data Protection 
Frameworks 

% 

1 674 13.6 79 14.6 88 16.2 
2 107 19.7 112 20.6 119 21.9 
3 139 25.6 133 24.5 141 26.0 
4 132 24.3 128 23.6 122 22.5 
5 91 16.8 91 16.8 73 13.4 

Total 543 100% 543 100% 543 100% 
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Hypothesis 4: 
 

Response 
Option 

Regulatory 
Constraints  

% Data Governance 
Issues 

% Ethical 
Challenges 

% Perceived Hindrance in AI 
Technologies 

% 

1 73 13.4 68 12.5 76 14.0 82 15.1 
2 97 17.9 107 19.7 104 19.2 116 21.4 
3 149 27.4 144 26.5 139 25.6 138 25.4 
4 131 24.1 132 24.3 128 23.6 124 22.8 
5 93 17.1 92 16.9 96 17.7 83 15.3 

Total 543 100% 543 100% 543 100% 543 100 
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