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Abstract: Efficient coordinated scheduling has long been a focal point in port research, complicated by
the diverse optimization goals dictated by different port characteristics. This study focuses on Yangtze
River ports, exploring coordinated scheduling amidst river–sea intermodal transportation. Our
research aims to reduce berth deviation costs and shorten the total scheduling time for ships, while
maximizing berth utilization rates for ports. Initially, we analyzed the operational realities of Yangtze
River ports and waterways. Subsequently, we innovatively introduced three key factors influencing
scheduling: berth preferences, seagoing ship inspections, and planning cycles. Finally we proposed
the optimized Non-dominated Sorting Genetic Algorithm III (NSGA-III). Evaluating the model using
a seven-day dataset of vessel activities at Yangtze River ports revealed significant improvements:
the optimized NSGA-III enhanced objective values by 30.81%, 13.73%, and 12.11% compared to the
original scheduling approach, surpassing both conventional NSGA-III and NSGA-II algorithms. This
study underscores the model’s efficacy in not only reducing operational costs through optimized ship
and berth sequencing but also in enhancing clearance efficiency for relevant authorities.

Keywords: waterway scheduling; berth allocation; preferred berth; berth utilization; optimized
NSGA-III

1. Introduction

In recent years, the volume of river–sea intermodal transportation in the Yangtze River
Basin has steadily increased, which poses great challenges to the effective utilization of
port and waterway resources along the Yangtze River. How to make reasonable use of
waterways, optimize the scheduling of waterways and berths, reduce ship waiting time,
improve berth utilization, and reduce berth deviation costs have become hot topics in the
operation management research of many ports [1].

Many scholars have conducted in-depth investigations into them. Tavakkoli Moghad-
dam [1] adopted a mixed-integer programming model considering factors such as ship
draft, tide, and arrival during non-planned time periods to solve the problem of scheduling
waterways, berths, and cranes. Tavakkoli Moghaddam [2] used a mixed-integer program-
ming model that considers ship draft, tide, and non-planned arrival times to address
scheduling issues for waterways, berths, and cranes. Jiang [3] developed a mathematical
model for vessel scheduling and berth allocation under restricted channel conditions, con-
sidering carbon emissions and aiming to reduce vessel waiting times. Using the adaptive
double-population multi-objective genetic algorithm NSGA-II-DP, results showed better
overall convergence compared to NSGA-II. Qin [4] created an integer programming model
with the objectives of total weighted turnaround time, total weighted departure delay, and
completion time, considering both static and dynamic ship arrivals. Zhang [5] improved
the non-denominated sorting genetic algorithm II (NGSA-II) by combining the heuristic
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initialization population, two-point crossover, and single-parent crossover optimization
strategies, resulting in a reduction of 68.5% and 29.2% in the total waiting time and to-
tal scheduling time, respectively, compared to the original NSGA-II. Liu [6] developed
a mixed-integer linear programming model for one-way waterway ports and used an
adaptive large neighborhood search algorithm with a rolling plan for dual waterway ports
to address the issue of large ships occupying the entire waterway. A two-stage stochas-
tic programming model was also constructed and solved using Benders decomposition
and heuristic algorithms, considering various uncertainties. Dai [7] developed a Markov
decision process model for berth allocation and quay crane scheduling, considering quay
loading capacity, cargo types, and switch setup times. A greedy insertion offline algorithm
was used to significantly reduce waiting times, enhancing port efficiency and flexibility.
Zheng [8] considered factors such as tides, entry and exit time periods, and preferred berths
to establish a 0–1 integer linear programming model using the sum of the berth deviation
cost and ship demurrage cost as optimization objectives to determine the entry and exit
times and berthing positions of each ship. Xiang [9] investigated the berth allocation
problem arising from uncertain operation times due to fluctuations in the total number of
containers. It aimed to minimize the total deviation cost between the planned and expected
berthing times of vessels. A comprehensive expanded robust optimization framework was
developed, and a column-and-constraint generation algorithm was employed for solving it.
Compared to first-come-first-served and rolling horizon planning methods, this framework
significantly improves the expected costs within an acceptable computational time.

Although existing studies have considered the coordinated scheduling of waterways
and berths from different perspectives,there are still some issues: Many scholars have over-
looked berth preferences. Berth and warehouse locations are fixed, ports must minimize the
operational time and workload while ships must quickly complete loading and unloading
at preferred berths to shorten shipping schedules. Thus, ignoring berth preference imposes
a burden on both parties [10]. Although the Yangtze River Economic Belt has achieved
integrated transportation between the river and sea, coordination between multiple depart-
ments, such as inspection and quarantine, maritime affairs, border inspection, and port
and shipping, remains difficult, and the comprehensive formation of a convenient customs
clearance service environment has not yet been achieved [11]. In practice, seagoing ships
selected for inspection upon arrival at port undergo inspections before and after loading
and unloading operations. This contrasts sharply with domestic trade ships exempt from
such procedures. Consequently, scheduling cannot be uniform for all ships. Ignoring seago-
ing ship inspection arrangements impacts ship waiting and departure times, potentially
affecting multimodal transportation’s economy and convenience. Current ship scheduling
research primarily focuses on micro-level analyses within specific daily time periods. While
some researchers use random simulations of ships arriving early or late, there are still
gaps in longer-term planning research [12], limiting the continuity of the scheduling plan.
Most scholars use operations research solvers, traditional optimization algorithms (e.g.,
simulated annealing or mountain climbing), or mathematical optimization algorithms for
ship scheduling. However, these models face many constraints, making it difficult to obtain
effective solutions with solvers like CPLEX and Gurobi. Traditional algorithms often exhibit
a low efficiency for complex multi-objective problems [13]. Mathematical optimization
struggles with single-objective weights, finding optimal solutions under one weight at a
time, leading to challenges in non-convex situations, inconsistent objective dimensions,
and poor robustness.

In order to address the above issues, this paper proposes a mathematical model for
coordinated scheduling. First, the scheduling situation of Yangtze River ports was analyzed
to identify the conditions that limit ship scheduling. Subsequently, an optimization objec-
tive function was constructed with the goals of minimizing berth deviation costs and total
scheduling time while maximizing berth utilization. The scheduling model fully accounted
for the impacts of berth preference costs and customs inspection factors. Finally, by integrat-
ing the initial population and dynamically adjusting crossover and mutation probabilities,
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the conventional NSGA-III algorithm was optimized. Then, an experimental validation was
conducted with a planning period of 7 days and the results showed that, compared to the
port’s original scheduling scheme, the optimized NSGA-III algorithm improved the three
objective values by 30.81%, 13.73%, and 12.11%, respectively. Additionally, berth deviation
costs were reduced by CNY 95 and CNY 362 compared to the NSGA-III and NSGA-II
algorithms. The total scheduling time was also reduced by 274.3 min and 1991.22 min,
respectively. Berth utilization rates were slightly improved compared to both algorithms.

The remainder of this paper is organized as follows: Section 2 discusses our port
background and problem statement. Section 3 introduces the optimized scheduling model.
Section 4 discusses the optimized NSGA-III algorithm. Section 5 presents the experimental
setup and results. Section 6 provides the discussion and conclusion.

2. Problem Statement

The target port in this paper is a large coastal port in the Yangtze River Basin primar-
ily engaged in the transportation of general cargo such as wood pulp, steel, machinery,
and equipment.

2.1. Yangtze River Port

Figure 1 shows the target port, which comprises two basins. Both basins connect to
the navigation channel, and the two basins are 200 m apart. Each basin contains eight
berths, with the distance between each berth and the basin entrance varying. The berths
can be divided into three types: (1) berths for barges, (2) berths for seagoing ships, and
(3) berths for all types of ships.

Port Area

Anchorage 

b5b6b7b8

a8 a7 a6 a5 a4 a3 a2 a1

Channel

200m
b1 b2 b3 b4

Harbour Basin 1 Harbour Basin 2

Figure 1. A port example in Yangtze River Basin.

Large coastal ports often adopt a “first come, first served” scheduling principle to
serve ships. Ship entry operations require cooperation among the port, shipping agencies,
and inspection departments (including customs, maritime, and inspection and quarantine).
Operationally, arriving barges can be directly arranged and dispatched by the port without
any declaration, whereas seagoing ships generally need to be declared by a shipping agent
seven days before entering the port. Figure 2 shows the specific processes involved in
entering the target port for seagoing ships. Customs receives and reviews orders two
to three days before a ship enters the port, and provides cargo notification upon arrival.
The port will arrange for the ship to berth, and the inspection department will perform
risk assessment based on the type of cargo, current policies, ship credit, historical control
frequency, and other necessary factors. The inspection department decides whether to
perform further inspection on this ship according to the assessed results. If the risk parame-
ter exceeds a given threshold, this ship is required to lift its goods to the inspection area
to check whether they match the manifest. If the nature of goods cannot be determined,
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inspection personnel also take samples and send them to a specialized organization for
testing. This process requires both time and cost, and the selected ships can only operate
after they have passed the inspection. Furthermore, when all paperwork is completed, the
ship must also be inspected and approved before it can be released to leave the port.

Accept client request

Establish projects;

prepare documents

Contact the ship 

agency to confirm 

the ship’s status 

and urge them to fill 

out the documents

Fill out declaration 

documents, enter 

information into the 

electronic system, and 

complete the customs 

delivery tasks

① 7 days before arrival

Port Ship agency

② 2~3 days before arrival

Inspection 

department

③ Entry time ④ Departure time

Examine and 

receive orders

Contacting the owner 

to confirm the 

clearance time

Report to the 

inspection department

Port

Cooperative 

scheduling

Assist in 

identification

Task inspection 

Issue 

application for 

departure

Conduct 

inspection

Release the 

ship

Port

Assist in 

identification

Schedule ship 

departure

Organize the 

ledger

Inspection 

department

Figure 2. Operational procedures for seagoing ships subject to inspection.

Clearly, ship scheduling represents a system engineering problem involving multiple
parties. The port necessarily employs a more intelligent and compact ship scheduling
strategy, which can not only reduce labor costs and shore bridge resource (e.g., cranes and
trucks) wastage, but also improve port throughput. Furthermore, the inspection department
also requires a scheduling strategy that can help to allocate inspection tasks, rationalize
work intensity, improve work efficiency, and reflect more humane work characteristics.
Finally, shipping companies expect to receive timely port services, complete the loading
and unloading of their goods efficiently, minimize waiting time costs, and accelerate ship
turnover [14]. These various expectations necessitate that any scheduling problem be based
on the actual conditions of the port. It must propose a coordinated scheduling strategy for
waterways and berths that considers the interests of all three parties and their multiple
objectives. The strategy should aim to complete ship inspections within the specified time
frame, reduce berth deviation costs, shorten the total scheduling time for all ships, and
improve berth utilization.

2.2. Considered Factors

Three factors are ignored when employing the “first come, first served” scheduling principle:

(1) Berth preference: Randomly allocating berths can increase ship operation time, re-
sulting in disrupted berthing plans for other ships, an increased risk of waterway
congestion, and reduced port operational efficiency.

(2) Seagoing ship inspections: Although the inspection itself does not charge fees, the
freight forwarder must move their goods to the inspection area, split them apart,
and repack them as required. The shipping company must bear the costs associated
with the dock and labor resources as well as the labor utilized during this process,
and, if the inspection takes too long, the shipping schedule will be delayed. For the
customs, maritime, and border inspection departments, a low inspection rate may
pose significant regulatory risks, whereas a high inspection rate may seriously affect
customs clearance efficiency.
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(3) Planning period: The port conducts preliminary scheduling based on the expected
arrival time of each ship at the anchorage. Owing to various factors such as weather,
manpower, and resources, ships often arrive early or late at the port, resulting in
significant discrepancies between the actual and forecast arrival times [15]. The
berth utilization rate is an excellent indicator of the level of port services within a
certain period, and is often calculated based on a longer planning period. However, if
scheduling is based on a shorter period of time, directly adjusting the original plan
to accommodate the change in the arrival time of a ship may cause a chain reaction
in multiple subsequent planning periods, requiring arriving ships to be rescheduled
and causing considerable inconvenience to port work. Simultaneously, short-term
scheduling is not conducive to evaluating berth utilization.

Therefore, this paper developed a ship scheduling optimization model using a seven-
day planning period to help the port perform global control, macro-scheduling, and long-
term planning. The restrictive conditions for ship scheduling, including berth preference
and ship inspection factors, were determined based on the scheduling situation at the port.
Next, the waterway and berth collaborative scheduling process was reconstructed and an
objective function established to minimize the berth deviation cost and total scheduling time
while maximizing berth utilization. Finally, the resulting optimized NSGA-III algorithm
was used to solve the mathematical model and obtain an optimal solution set describing
the optimal collaborative port waterway and berth scheduling scheme.

3. Optimization Model

This paper conducted an analysis of the actual ship scheduling situation in Yangtze River
ports to inform relevant model assumptions, provide inductive definitions of the influencing
variables in actual scenarios, and propose an objective function for the required solution.

3.1. Model Assumptions

This paper focused on the core issues of ship entry and exit sequences and berth
allocation while providing a certain degree of simplification for other factors. The related
modeling assumptions are as follows:

(1) The ship arrival time at the anchorage and time required for operation are known.
(2) Each ship enters and leaves the harbor only once through the waterway and berths

only once.
(3) The water depth of the waterway meets the navigational needs of the ship, and the

ship requires 18 min to pass through the waterway.
(4) The ship travels at a constant speed of 4.98 knots in the harbor pool.
(5) The inspection department operates from 09:00 to 16:00.

3.2. Model Variable

The variables related to ship scheduling can be categorized into input, intermediate,
output, and decision variables, which are defined in Tables 1–4.

Table 1 presents the input variables, including ship number, berth number, sight range,
visibility, wind, and others. These variables are primarily used to establish the context in
which the scheduling model is applied.

Table 2 shows Gijk, which is used to calculate the berth deviation distance.
Table 3 presents the output variables, including the arrival time of ships at the berth,

the start and finish times of inspections for seagoing vessels, and the start and finish times
of operations. These variables are used to determine the final scheduling plan.



Appl. Sci. 2024, 14, 6514 6 of 18

Table 1. The list of input variables.

Symbol Definition

I The set of ships; i denotes the ship number,
i
′

denotes any ship number except i, i
′ ̸= i, and i, i

′ ∈ I = {1, 2, ..., n}

J The set of berths; j denotes the berth number, j
′

denotes any berth
number except j, j ̸= j

′
, and j

′ ∈ J = {a1, a2, ..., a8; b1, b2, ..., b8; },
where aj and bj are the berths in harbor pools I and I I, respectively

M A sufficiently large positive number
Tsi Safe time interval for two ships to navigate the channel

VR1 If range of view is less than VR1, change to one-way navigation mode
W0 If the wind is greater than W0, change to one-way navigation mode
V Current waterway visibility
W Current waterway winds

BLj Length of berth j, unit: meters
SLi Length of ship i, unit: meters
Vhi Ship i speed in the harbor pool, unit: meters per minute
Tai Ship i arrival time at anchorage
Tei Time required for the identification of seagoing ships
Pik Preferred berth k for ship i
CPi Vessel deviation cost factor, CNY 100 for every 300 meters deviation

SGj
Distance of berth j from the entrance to
the harbor basin in which it is located

Table 2. The intermediate variable.

Symbol Definition

Gijk

The distance between berth j, where ship i is actually scheduled
to dock, and the preferred berth Pik: if they are in the same pool,

Gijk = |SGj − SGk|; if they are in different pools,
Gijk = SGj + 200 + SGk (if the preferred berths are in both pool I
or pool II, then the actual berths are compared with the preferred

berths in the same pool)

Table 3. The list of output variables.

Symbol Definition

TPi1 Time of ship to apply for entry into port
Tbi Actual dispatch time of ship
Bij Berthing position of ship i

Tshij
Time spent by ship i traveling from the entrance

of the harbor pool to the assigned berth
Trbij Time that ship i actually berths at moment j

Tmsi1
Time of commencement of inspections prior to

the operation of a seagoing ship i subject to inspection
Tmei1

Completion time for pre-operational inspections
of seagoing ship i subject to inspection

Twsi Time of commencement of operation of ship i
Tmsi2

Time of commencement of inspection after the operation
of a seagoing ship i subject to inspection

Tmei2
Completion time of inspections after the operation

of a seagoing ship i requiring inspection
TPi2

The time when ship i applies to leave the port
when the operation is completed

Tlei Actual time of departure of ship i from port

Table 4 presents the decision variables, which encompass the direction of ships entering
and leaving the harbor, navigation patterns, berth types, and other factors. The values of
these variables are adjusted to accommodate various practical scenarios.
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Table 4. The list of decision variables.

Symbol Definition

IOi = 1 Indicates the time at which the ship’s direction is inbound,
otherwise 0

Mode = 1 Indicates two-way traffic, otherwise 0
Xi = 1 Indicates that ship i has available berths, otherwise 0
Ti = 1 Indicates that ship i type is barge, otherwise 0
Si = 1 Indicates that ship i should enter the harbor at the moment,

otherwise 0
Hi = 1 Indicates that seagoing ship i is drawn for deployment,

otherwise 0

Kj = 1
Indicates that berth j is a barge berth,

otherwise 2 indicates that it is a seagoing ship berth
and 3 indicates that the berth can accommodate both ship types

BOj = 1 Indicates that berth j is occupied, otherwise 0
Yij = 1 Indicates that ship i is in service at berth j, otherwise 0
Pi = 1 Indicates that ship i has a preferred berth

3.3. Objective Function

The objective function of this paper considers the berth deviation cost, total dispatch
time, and berth utilization rate:

F1 = ∑i ∑j ∑kCpi × Yij × Gijk, (1)

F2 = ∑n
i=1(Tlei − Tai), (2)

F3 =
∑n

i ∑16
j Yij(Tlei − Trbij)

161, 280
× 100%, (3)

where Equation (1) refers to the cost of berth deviation in CNY, Equation (2) refers to the
total scheduling time in minutes, and Equation (3) refers to the utilization rate of the sixteen
berths over seven days, in which the numerator is the sum of the occupied time and the
denominator is the total operating time during the considered period.

3.4. Model Constraints

According to the port scheduling requirements, the model constraints include ship sequenc-
ing, berth allocation, time flow, bidirectional navigation, and seagoing ship inspection constraints.

(1) Ship sequencing constraints: Each ship entering or leaving the port passes through
the waterway only once, as indicated by

Aii′ = 1, ∀i, i
′ ∈ I, (4)

To prevent ships from pursuing each other in the waterway, the speed of two consecu-
tive ships sailing in the same direction is limited by

Vi − Vi′ > 0, ∀i, i
′ ∈ I, (5)

The rear ship i should maintain a certain safety time interval from the front ship, given
by the constraint:

Tbi′ = max(TPi′1, Tbi + Tsi′ ), Aii′=1, ∀i, i
′ ∈ I, (6)

When two ships are moving consecutively out of the harbor, the rear ship should
maintain the following safety time interval from the front ship:
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Tbi′ = max(TPi′2, Tbi +
SGj

Vhi
+ Tsi′ −

SGj′

Vhi′
), Aii′ = 1, ∀i, i

′ ∈ I, (7)

When the front ship i is inbound and the rear ship i
′

is outbound and does not satisfy
the two-way navigation requirements:

Tbi′ = max(TPi′2, Tlei −
SGj

Vhi
+ Tsi′ −

SGj′

Vhi′
), Aii′ = 1, Mode = 0, ∀i, i

′ ∈ I, (8)

Finally, when the front ship i is outbound and the rear ship i
′

is inbound and does not
satisfy the two-way navigation requirements:

Tbi′ = max(TPi′1, Tlei + Tsi′ ), Aii′ = 1, Mode = 0, ∀i, i
′ ∈ I, (9)

(2) Berth allocation constraints: All dispatched ships must have available berths as follows:

∑n
i=1 Xi = n, (10)

The berth type must be matched with the ship type as follows:

M(Kj − Ti) = 0, ∀i ∈ I, j ∈ J, (11)

The length of the ship is limited by the length of the berth according to the following:

MIoi(BLj − SLi) > 0, ∀i ∈ I, j ∈ J, (12)

Incoming ships must ensure that the pre-allocated berths are free before they enter the
port according to

Ioi − MBoj > 0, ∀i ∈ I, j ∈ J, (13)

Each berth can only be allocated to one incoming ship as follows:

Yij ≤ 1, ∀i ∈ I, j ∈ J, (14)

An outgoing ship operating at the same berth immediately before an incoming ship is
to be dispatched is constrained as follows:

Aii′ − MIoi > 0, ∀i ∈ I, (15)

Finally, priority should be given to arranging for ship i to berth at its preferred berth
as follows:

Pi = 1
Bok=0⇒ Yik = 1, ∀i ∈ I, k ∈ J, (16)

(3) Time flow constraints: The berthing time of all scheduled ships must be later than
their actual arrival time at the anchorage as follows:

Tbi − Tai ≥ 0, ∀i ∈ I, (17)

The departure time of all scheduled ships must be later than the completion time of
their corresponding operation as follows:

Tlei − Twei > 0, ∀i ∈ I, (18)

Finally, the beginning of operation for ships that are not required to undergo customs
inspections (all barges and other marine ships) is defined as later than the berthing time
as follows:
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Twsi − Trbij > 0, ∀i ∈ I, j ∈ J, (19)

(4) Bidirectional navigation constraints: The following conditions must be maintained if
navigation occurs in both directions:

V ≥ VR1 ∩ W ≤ W0, Mode = 1 (20)

(5) Seagoing ship inspection constraints: The first inspection of a seagoing ship must
begin after the berthing time as follows:

Tmsi1 − Trbij > 0, ∀i ∈ I, j ∈ J, (21)

Operations must begin after the first inspection completion time as follows:

Twsi − Tmei1 > 0, ∀i ∈ I, (22)

The second inspection of a seagoing ship must begin after the completion of the
operation as follows:

Tmsi2 − Twei > 0, ∀i ∈ I, (23)

The application for departure from the port must occur after the completion of the
second inspection as follows:

TPi2 − Tmei2 > 0, ∀i ∈ I, (24)

Finally, the time required for the seagoing ship to enter port and undergo inspection is
given by

8 : 40 < Tai < 14 : 00 ⇒ Si = 1, (25)

14 : 00 ≤ Tai < 16 : 00 ∧ Tei < 2 ⇒ Si = 1, (26)

Tai ≥ 16 : 00 ⇒ Si = 0 (27)

where ships that cannot be scheduled to enter the port on the same day (Si = 0) are required
to re-apply for port entry by 08:42 the next day (based on the 18 min required for ships to pass
through the waterway and the 09:00 opening time of the inspection department).

4. Optimized NGSA-III Algorithm

Multi-objective genetic algorithms typically exhibit a superior ability to handle high-
dimensional multi-objective problems compared to traditional mathematical optimization
algorithms [16]. Srinivas [17] first proposed NSGA-I for multi-objective optimization;
Deb [18] subsequently used the crowding distance to improve this algorithm, establishing
NSGA-II; finally, Deb [19] used the reference point instead of crowding degree selec-
tion to propose NSGA-III. Although the flow of NSGA-III is generally similar to that of
NSGA-II; the former overcomes the problems of the latter in solving high-dimensional
multi-objective optimization problems, including those associated with the difficulty of
visualizing the multi-dimensional frontiers, the uneven distribution of the non-dominated
layer, and the readiness to fall into a local optimum, by selecting individuals based on the
reference points.

As a type of multi-objective genetic algorithm, NSGA-III evenly expands the individ-
uals in the Pareto optimal solution front to the entire Pareto domain by setting reference
points and conducting adaptive standardization of the population as well as correlation
and individual retention operations to ensure population diversity [20].
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4.1. Algorithm Improvement

The flowchart of the optimized NSGA-III algorithm is shown in Algorithm 1.

Algorithm 1 Generation of the Optimized NSGA-III Procedure

Require: Generate initial population Pt with 40% random individuals and 60% individuals
from tabu search and H structured reference points Z

Ensure: Pt+1
1: for generation = 1 to MaxGeneration do
2: binary tournament selection (individuals)
3: Pc = Pcmax − (Pcmax − Pcmin)× (1 − fi

fmax
)

4: Pm = Pmmin + (Pmmax − Pmmin)× (1 − fi
fmax

)

5: generate offspring population Qt
6: end for
7: Rt = (Pt ∪ Qt)
8: (F1, F2, ..., Fw) = non-dominated sort (Rt)
9: Set F1 as the initial non-dominated solution set

10: while |S| < N do
11: Move one non-dominated solution from F1 to S
12: end while
13: Adaptive normalization:
14: Find ideal point Z∗ and calculate nadir point
15: Normalize objectives using ideal and nadir points
16: Associate individuals with reference points
17: Retain individuals
18: if termination criterion is met (e.g., number of generations) then
19: stop and return final population
20: else
21: go to step 1
22: end if

Although NSGA-III is much better than NSGA-II in terms of population diversity,
it retains the problem of premature convergence [19]. Numerous numerical experiments
have shown that NSGA-III is extremely effective in solving large-scale high-dimensional
problems, but its performance is poor when dealing with multi-objective optimization
problems [21] and its local search ability is insufficient [22].

Therefore, this paper optimized the conventional NSGA-III by improving the popula-
tion initialization method and dynamically adjusting the crossover and mutation probabili-
ties as follows:

(1) The quality of the initial population has a significant impact on the convergence
efficiency of NSGA-III [23], and random population initialization is generally applied.
However, for the ship scheduling problem, random population initialization generates
a large quantity of infeasible scheduling solutions that limit the evolution speed and
individual quality of the population. Therefore, this paper used two methods to
initialize the population:

(a) The initial population was designed based on the problem background. First,
a zero matrix was created to store the population information and each indi-
vidual in the population was considered to randomly generate each ship’s
release status, delayed entry time, etc., record these data in the zero matrix,
then calculate the fitness value of each individual and store it in the fitness
matrix.

(b) The tabu search algorithm was introduced to generate a mixed initial pop-
ulation. Random individuals generated based on the problem background
accounted for 40% of this initial population, whereas individuals generated us-
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ing the tabu search algorithm accounted for the remaining 60%. This effectively
utilizes the superior local search ability of the tabu search.

(2) Crossover is critical to determining the global search capability of NSGA-III [24]. As
mutation operations do not play a major role in the early stages of evolution, the
solution space was explored to the extent possible by making the crossover probability
relatively large. However, as the number of evolutions increases, the population
becomes stable and, to escape from a local optimum, the crossover probability must
be reduced by increasing the mutation probability and accelerating the convergence
of the algorithm [25]. Therefore, this paper dynamically adjusted the crossover and
mutation probabilities to realize optimization as follows:

Pc = Pcmax − (Pcmax − Pcmin)× (1 − fi
fmax

), (28)

where Pc is the current crossover probability; Pcmin and Pcmax are the minimum and maxi-
mum values of the crossover probability, respectively; fi is the fitness of individual i; and
fmax is the value with the largest fitness in the current population, given by

Pm = Pmmin + (Pmmax − Pmmin)× (1 − fi
fmax

) (29)

where Pm is the current probability of variation and Pmmax and Pmmin are the minimum and
maximum values of the probability of variation, respectively.

4.2. Design of the Fitness Function

The fitness function refers to the degree to which an individual survives a measure
of group dominance and is used to distinguish between “good and bad” outcomes for
individuals [26]. During the solution process, the algorithm assumes that smaller individual
values are better. Through iterative optimization, the final minimum result is achieved in
the direction of the three solutions. In this paper, f1, f2, and f3 are used to represent the
fitness functions used to judge the individual’s strengths and weaknesses, respectively; the
three fitness functions should be set as follows:

(1) To minimize the berth preference cost, the fitness function f1 should be equivalent to
the objective function F1:

f1 = F1 (30)

(2) To minimize the total scheduling time, the fitness function f2 should be equivalent to
the objective function F2:

f2 = F2 (31)

(3) To maximize the berth utilization rate, the fitness function f3 should be derived from
the reciprocal of the objective function F3:

f3 =
1
F3

(32)

5. Experimental Results
5.1. Data Sources

The data for this thesis are given by the port and are divided into ship data and
berth data; the ship data have a total of 69 ship-specific pieces of information, each of
which includes the ship number, ship type, time required for sea ship inspection, time of
arrival at anchorage (all of these ships arrived at anchorage within the planning period
of 24 December 2023–30 December 2023), the preferred berths, time of passage through
the channel, time of passage through the harbor basin, the speed, and operating time. The
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berth data have a total of 16 berth-specific pieces of information, each of which includes the
berth number, berth type, and distance from the berth to the entrance of this harbor pool.

5.2. Experiment Setting

To verify the practicality of the mathematical model designed in this paper, the opti-
mized NSGA-III, NSGA-III, and NSGA-II were applied to realize the cooperative scheduling
of Yangtze River ports and berths. These algorithms were run using MATLAB R2022b on a
64-bit Windows operating system.

As compared with the other two objectives, this paper pays more attention to the
berth deviation cost; the algorithm is set up to take the ship deviation cost as the opti-
mization objective first, and the algorithm convergence process is shown in Figure 3 after
100 iterations. As in the early stage of the algorithm, most of the solutions in the population
give a larger gap between the actual berth of the ship and its preferred berth, affected by the
constraint; the value of the target one is larger. However, in about 20 generations, the cost
of berth preference began to gradually decline, in about 55 generations there was a small
jump out of the local optimum, in 80 generations it was stabilized in the range of feasible
solutions, and it gradually entered convergence and ultimately stabilized at about 2620,
so this paper adopts 100 for the number of iterations. Other experiments were conducted
using a population size of 50, Pcmin = 0.1, Pcmax = 0.9, Pmmin = 0.01, and Pmmax = 0.1.

0 20 40 60 80 100 120 140
Epoch

2650

2700

2750

2800

2850

2900

2950

3000

La
te

nc
y

Optimized NSGA-III

Figure 3. Convergence plot of berth deviation cost for optimized NSGA-III.

5.3. Analysis of Results
5.3.1. Schedule Results Table

The partial scheduling results generated by the optimized NSGA-III are shown in
Table 5. The table records the scheduling results of the vessels, including the actual
scheduling of movement control time, arrival time at the berth, berthing location, and
departure time for each ship. By optimizing with the NSGA-III algorithm, the scheduling
arrangement is made more efficient.
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Table 5. Partial scheduling results of the proposed optimized NSGA-III.

Ship Number
Actual Scheduling

of Movement Control Time
Arrival Time at the Berth

to be Called Berthing Location Departure Time

1 24 Dec. 2023 at 11:10 24 Dec. 2023 at 11:28 a1 24 Dec. 2023 at 16:28
2 24 Dec. 2023 at 15:50 24 Dec. 2023 at 16:13 b6 24 Dec. 2023 at 20:13
3 25 Dec. 2023 at 08:42 25 Dec. 2023 at 09:10 a8 30 Dec. 2023 at 06:10
...
21 27 Dec. 2023 at 17:05 27 Dec. 2023 at 17:27 a4 28 Dec. 2023 at 04:27
22 27 Dec. 2023 at 19:00 27 Dec. 2023 at 19:22 b5 28 Dec. 2023 at 04:22
23 27 Dec. 2023 at 19:05 27 Dec. 2023 at 19:26 b3 28 Dec. 2023 at 02:26
...
41 29 Dec. 2023 at 08:47 29 Dec. 2023 at 09:10 a5 31 Dec. 2023 at 17:10
42 29 Dec. 2023 at 06:41 29 Dec. 2023 at 07:05 b8 29 Dec. 2023 at 15:05
43 29 Dec. 2023 at 07:25 29 Dec. 2023 at 07:46 b4 29 Dec. 2023 at 08:46

5.3.2. Compared with Original Scheduling Program

The port adopts a manual scheduling mode based on the principle of “first come,
first served”, which results in a berth deviation cost of CNY 3820, a total scheduling time
of 311,655 min, and a berth utilization rate of 26.94% for the scheduling scenario in the
experimental planning period.

The comparison between the optimized NSGA-III and the original scheduling program
results is shown in Figure 4. The optimized NSGA-III program output the following optimal
result: for f1, the berth preference cost was CNY 2643; for f2, the total scheduling time
was 268,867 min; for f3, the berth utilization rate was 0.0292 (approximately 34.25%). This
comparison indicates that the optimized NSGA-III f1, f2, and f3 values were 30.81%, 13.73%,
and 12.11% better, respectively, than those of the original program.
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Figure 4. Optimized NSGA-III vs. original scheduling program objective values.

5.3.3. Compared with Conventional NSGA-III and NSGA-II

(1) Comparison of the mean values of the three algorithms

The mean values of the optimized NSGA-III, conventional NSGA-III, and NSGA-II
outputs after 100 iterations are listed in Table 6, in which the mean values of f1, f2, and
f3 for the optimized NSGA-III are clearly lower than those for the conventional NSGA-
III and NSGA-II, indicating that all three objectives were simultaneously improved to
some extent. When using the individuals in the solution set obtained by the optimized
NSGA-III, the f1 berth deviation cost was CNY 95 and CNY 362 lower than that obtained
by conventional NSGA-III and NSGA-II, respectively. The f2 total scheduling time was
274.3 min (approximately 4.57 h) and 1991.22 min (approximately 33.19 h) shorter than the
total scheduling time of the conventional NSGA-III and NSGA-II, respectively. Finally, the
f3 berth utilization rates obtained by the optimized NSGA-III, conventional NSGA-III, and
NSGA-II were 33.33%, 33.31%, and 32.82%, respectively. This comparison indicates that the
proposed algorithm achieved the lowest preference cost, lowest total scheduling time, and
highest berth utilization.
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Table 6. Objective mean of the three algorithms.

Optimized NSGA-III Conventional NSGA-III NSGA-II

Mean f1 2650 2745 3012
Mean f2 270,264.76 270,539.06 272,255.98
Mean f3 33.33 33.31 32.82

The comparison of the average objective values of the three algorithms is shown
in Figure 5. Both the optimized NSGA-III algorithm and the conventional NSGA-III
algorithm achieve significantly higher objective values than the NSGA-II algorithm. This
improvement is due to the NSGA-III algorithm’s enhancement of the optimization process,
utilizing reference points to guide the population toward these points.
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Figure 5. Comparison of the mean values of the three algorithms.

The optimized NSGA-III shows slightly better average objective values compared to
the conventional NSGA-III, thanks to several enhancements. First, the quality of initial
solutions is improved through a mixed initial population. Additionally, the dynamic
adjustment of crossover and mutation probabilities allows the algorithm to better explore
the search space and find more precise solutions. In the first 30 generations, the crossover
probability remains high, between 0.8899 and 0.9, to enhance population diversity, while
the mutation probability stays low, between 0.01 and 0.0111, to guide the population
toward better solutions. Around the 40th generation, the crossover probability starts to
decrease and the mutation probability begins to increase. By the 80th generation, both
probabilities change more gradually and, by the 100th generation, they stabilize, with the
crossover probability around 0.6 and the mutation probability around 0.3. This dynamic
adjustment allows the algorithm to better adapt to different problems and search phases,
thus improving its robustness and performance.

(2) Comparison of Gantt charts for the three algorithms

The Gantt charts displaying the optimized NSGA-III, NSGA-III, and NSGA-II algo-
rithms are shown in Figure 6, Figure 7, and Figure 8, respectively.

The vertical axis represents berths (1 corresponds to a1, ..., 8 corresponds to a8;
9 corresponds to b1, ..., 16 corresponds to b8), and the horizontal axis represents dates, with
the seven-day planning period ending on December 30, 2023, as indicated by the vertical
line in the chart.
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Figure 6. The Gantt chart result of the optimized NSGA-III algorithm.

Figure 7. The Gantt chart result of the NSGA-III algorithm.

Figure 8. The Gantt chart result of the NSGA-II algorithm.

In the Gantt chart generated by the optimized NSGA-III, the rectangular blocks repre-
senting occupied hours are the most densely arranged and occupy the largest area within
the planning period. For example, berth 16 (b8) is occupied by ships 27, 35, 39, and 42 under
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the optimized NSGA-III and NSGA-III algorithms, whereas it is occupied by ships 26 and
36 under the NSGA-II algorithm. This indicates the following: (1) The first two scheduling
algorithms accommodate more ships than the latter, resulting in a higher turnover rate and
berth utilization, thereby maximizing port resource utilization. (2) Although ships 26, 36,
and 35 do not have preferred berths, ship 27 prefers berths b6 and b8, ship 39 prefers berth
b8, and ship 42 prefers berths a8 and b8. This demonstrates that the NSGA-II algorithm
does not sufficiently consider ship berth preferences, leading to higher berth preference
costs. Additionally, berth 13 (b5) is more densely occupied under the optimized NSGA-III
and NSGA-III algorithms compared to the NSGA-II algorithm. For berth 2 (a2), the opti-
mized NSGA-III algorithm not only has more ship occupancy than the NSGA-II algorithm
but also schedules ship 47, meeting its preferred berth requirement at a2. Similarly, for
berth 1 (a1), there are more gaps in the NSGA-II chart compared to the other two algorithms.
The NSGA-II algorithm schedules ships 31, 39, and 42 at a1. While ship 31 has no preferred
berth, the preferences of ships 39 and 42 are disregarded. Additionally, in the NSGA-II
algorithm, berth 5 (a5) and berth 7 (a7) are occupied by ships 27 and 32, and ship 38,
respectively, none of which have these berths as their preferences. Furthermore, these three
ships have already been scheduled in the other two algorithms within the planning period.

The optimized NSGA-III algorithm not only accommodates more ships during the
planning period compared to the other two algorithms but also better meets the specific
berth preferences of individual ships. This leads to increased ship turnover rates and
improved berth utilization efficiencies.

These results are attributed to the optimized NSGA-III, which uses mixed initial
populations, providing a solid foundation and direction for subsequent optimization search
iterations, clearly defining the scope of the optimization process. By dynamically adjusting
the crossover probability and mutation probability, the algorithm selects the most suitable
Pc and Pm values based on current running results, preventing premature convergence or
local convergence.

6. Conclusions

This paper proposes a mathematical model for ship scheduling in Yangtze River ports,
taking into account berth preferences and inspections for seagoing ships. Initially, the back-
ground of the Yangtze River ports and their pressing issues were analyzed, leading to the
development of a cooperative scheduling model for the waterway and berths. The model
aims to minimize berth deviation costs and total scheduling time while maximizing berth
utilization. An optimized NSGA-III algorithm was employed to solve the waterway–berth
cooperative scheduling problem, resulting in the optimal cooperative scheduling scheme.
The experimental results indicate that the optimized NSGA-III algorithm significantly
outperforms the port’s original scheduling scheme, achieving improvements of 30.81%,
13.73%, and 12.11% in the three objective values. Furthermore, berth deviation costs were
cut by CNY 95 and CNY 362, and total scheduling time was reduced by 274.3 min and
1991.22 min, when compared to the NSGA-III and NSGA-II algorithms. Berth utilization
rates saw a slight improvement over both algorithms.

The innovative aspect of this model lies in its comprehensive consideration of berth
preference costs and customs inspection factors over an extended planning period. By
setting relevant constraints, the scheduling process is optimized to clearly reflect the actual
costs and benefits of berth allocation. In waterway scheduling, the model’s optimization
objectives help avoid random and disorderly berth selection, optimize ship path planning,
reduce congestion risk, and enhance the port’s service level. Additionally, incorporating
berth preference costs allows for a more balanced distribution of berth resources, preventing
prolonged occupation of some berths while others remain idle, thereby improving the
overall berth utilization rate at Yangtze River ports. Furthermore, the model’s scheduling
process adapts to customs inspection time constraints, enhancing the efficiency of the
inspection departments.
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The limitation of this paper is that, despite the complex shipping operations at the
target port involving both domestic and international trade, and the presence of some
seagoing ships, there are still significant differences in scale, business processes, and trade
volume compared to seaports. Due to the unique geographical location of the target port,
the emphasis is solely on the “seagoing ship inspection factors” to highlight river–sea
intermodal transportation. In the future, we plan to conduct more in-depth research
on other seaports, examining additional influencing factors, such as integrating bonded
warehouse scheduling, crane scheduling, and container truck scheduling, to develop a
more comprehensive and effective model. We also plan to incorporate environmental
concepts, enhancing the model’s reliability from the perspective of ship energy saving and
reducing fuel consumption, thereby promoting a green and low-carbon approach.

Author Contributions: S.Y.: Conceptualization, Methodology, Software, Data curation, Validation,
Writing—original draft, Writing—review and editing. H.S.: Investigation, Project administration,
Data curation, Methodology, Writing—review and editing. Z.Z.: Investigation, Project administration,
Data curation, Supervision. X.Q.: Investigation, Project administration, Writing—original draft. Y.W.:
Conceptualization, Methodology, Funding acquisition, Supervision, Writing—review and editing.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the 2023 Dalian Science and Technology Talent Innovation
Support Policy Project (No. 2023RY005) of the Dalian Bureau of Science and Technology, the 2023
Dalian Science and Technology Talent Innovation Support Policy Project (No. 2023RQ003) of the
Dalian Bureau of Science and Technology, and the 2023 Liaoning Provincial Science and Technol-
ogy Plan (Key) Project (No. 2023JH1/10400047) of the Liaoning Provincial Department of Science
and Technology.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The dataset is not publicly available due to confidentiality agreements
with the data provider.

Conflicts of Interest: Zhenyang Zhong was employed by the company Zhuhai Port Information
Technology Co., Ltd. Xiaobin Qian and Yufei Wang were employed by the company Zhilong (Dalian)
Marine Technology Co., Ltd. The remaining authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a potential conflict
of interest.

References
1. Tengecha, N.A.; Zhang, X. An efficient algorithm for the berth and quay crane assignments considering operator performance in

container terminal using particle swarm model. J. Mar. Sci. Eng. 2022, 10, 1232. [CrossRef]
2. Tavakkoli-Moghaddam, R.; Fatemi-Anaraki, S.; Abdolhamidi, D.; Vahedi-Nouri, B. Integrated waterway scheduling, berth

allocation and quay crane assignment problem by using a hybrid flow shop concept. In Proceedings of the 2019 International Con-
ference on Industrial Engineering and Systems Management (IESM), Shanghai, China, 25–27 September 2019; IEEE: Piscataway,
NJ, USA, 2019; pp. 1–5.

3. Jiang, X.; Zhong, M.; Shi, J.; Li, W.; Sui, Y.; Dou, Y. Overall scheduling model for vessels scheduling and berth allocation for ports
with restricted channels that considers carbon emissions. J. Mar. Sci. Eng. 2022, 10, 1757. [CrossRef]

4. Qin, T.; Du, Y.; Sha, M. Evaluating the solution performance of IP and CP for berth allocation with time-varying water depth.
Transp. Res. Part E Logist. Transp. Rev. 2016, 87, 167–185. [CrossRef]

5. Zhang, X.; Li, R.; Lin, J.; Xu, C. Y-shaped bifurcated channel ship traffic dispatch optimization modeling. J. Dalian Marit. Univ.
2018, 44, 1–8.

6. Baoli, L. Seaport Berth and Channel Scheduling Model and Algorithm under Complex Navigation Environment. Ph.D. Thesis,
Huazhong University of Science and Technology, Wuhan, China, 2022.

7. Dai, Y.; Li, Z.; Wang, B. Optimizing berth allocation in maritime transportation with quay crane setup times using reinforcement
learning. J. Mar. Sci. Eng. 2023, 11, 1025. [CrossRef]

8. Zheng, H.; Wu, Y.; Shao, S.; Xu, H. Integrated optimization of berth allocation and ship dispatch considering the influence of tide.
Inf. Control 2020, 49, 95–103.

9. Xiang, X.; Liu, C. An expanded robust optimisation approach for the berth allocation problem considering uncertain operation
time. Omega 2021, 103, 102444. [CrossRef]

http://doi.org/10.3390/jmse10091232
http://dx.doi.org/10.3390/jmse10111757
http://dx.doi.org/10.1016/j.tre.2016.01.007
http://dx.doi.org/10.3390/jmse11051025
http://dx.doi.org/10.1016/j.omega.2021.102444


Appl. Sci. 2024, 14, 6514 18 of 18

10. Zheng, Z.; Yang, B.; Hu, Z. Container port discrete berth allocation problem under preference berth constraints. Water Transp.
Eng. 2013, 64–68+79. [CrossRef]

11. Cui, D. The three-year action plan for the development of multimodal transport in the Yangtze River Economic Belt was launched.
China Logist. Procure. 2018, 20, 24. [CrossRef]

12. Ding, K.; Xu, Y.; Guan, H.; Li, S.; Li, B. Medium and long term ship arrival and departure scheduling optimization based on
greedy-genetic optimization algorithm. J. Wuhan Univ. Technol. Transp. Sci. Eng. Ed. 2023, 47, 770–774.

13. Subulan, K. An interval-stochastic programming based approach for a fully uncertain multi-objective and multi-mode resource
investment project scheduling problem with an application to ERP project implementation. Expert Syst. Appl. 2020, 149, 113189.
[CrossRef]

14. Ting, C.J.; Wu, K.C.; Chou, H. Particle swarm optimization algorithm for the berth allocation problem. Expert Syst. Appl. 2014,
41, 1543–1550. [CrossRef]

15. Zhang, Y. Research on Optimization of Berth-Quay Crane Allocation under Uncertain Ship Arrival Time. Master’s Thesis, Dalian
University of Technology, Dalian, China, 2019.

16. Escamilla, J.; Salido, M.A.; Giret, A.; Barber, F. A metaheuristic technique for energy-efficiency in job-shop scheduling. Knowl.
Eng. Rev. 2016, 31, 475–485. [CrossRef]

17. Srinivas, N.; Deb, K. Muiltiobjective optimization using nondominated sorting in genetic algorithms. Evol. Comput. 1994,
2, 221–248. [CrossRef]

18. Deb, K.; Pratap, A.; Agarwal, S.; Meyarivan, T. A fast and elitist multiobjective genetic algorithm: NSGA-II. IEEE Trans. Evol.
Comput. 2002, 6, 182–197. [CrossRef]

19. Deb, K.; Jain, H. An evolutionary many-objective optimization algorithm using reference-point-based nondominated sorting
approach, part I: Solving problems with box constraintss. IEEE Trans. Evol. Comput. 2013, 18, 577–601. [CrossRef]

20. Ma, X. Research on Capacity Optimization Configuration of Independent Biomass Gasification Cold Heating and Power
Microgrid System. Ph.D. Thesis, Shandong University, Jinan, China, 2023.

21. Gu, Z.M.; Wang, G.G. Improving NSGA-III algorithms with information feedback models for large-scale many-objective
optimization. Future Gener. Comput. Syst. 2020, 107, 49–69. [CrossRef]

22. Huang, C.; Chen, X. Improvement of niche genetic algorithm. J. Beijing Inst. Technol. 2004, 24, 675–678.
23. Wang, S.; Shen, Q.; Sun, M.; Tang, S.; Zhen, Z. Multi-UAV collaborative target allocation based on improved NSGA-III algorithm.

Aviation Weapons 2024, 1–13. [CrossRef]
24. Xu, Y.; Chen, Y.; Wang, C.; Peng, Y. Improved NSGA-III to solve the high-dimensional multi-objective green flexible job shop

scheduling problem. J. Syst. Simul. 2023, 1–14. [CrossRef]
25. Liu, S.; Sang, J.; Zhao, L.; Fu, B.; Ma, Y. Improvement of niche genetic algorithm and its application in rubber material parameter

inversion. J. Hebei Univ. Technol. 2022, 51, 21–26.
26. Jiang, G.; Ji, J.; Dong, J. Multi vehicle dynamic vehicle path optimization under green logistics delivery. Syst. Eng. Theory Pract.

2024, 44, 1–28. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.16233/j.cnki.issn1002-4972.2013.12.013
http://dx.doi.org/10.16079/j.cnki.issn1671-6663.2018.20.003
http://dx.doi.org/10.1016/j.eswa.2020.113189
http://dx.doi.org/10.1016/j.eswa.2013.08.051
http://dx.doi.org/10.1017/S026988891600031X
http://dx.doi.org/10.1162/evco.1994.2.3.221
http://dx.doi.org/10.1109/4235.996017
http://dx.doi.org/10.1109/TEVC.2013.2281535
http://dx.doi.org/10.1016/j.future.2020.01.048
http://dx.doi.org/10.12132/ISSN.1673-5048.2023.0222
http://dx.doi.org/10.16182/j.issn1004731x.joss.23-0694
http://dx.doi.org/10.12011/SETP2023-0524

	Introduction
	Problem Statement
	Yangtze River Port
	Considered Factors

	Optimization Model
	Model Assumptions
	Model Variable
	Objective Function
	Model Constraints

	Optimized NGSA-III Algorithm
	Algorithm Improvement
	Design of the Fitness Function

	Experimental Results
	Data Sources
	Experiment Setting
	Analysis of Results
	Schedule Results Table
	Compared with Original Scheduling Program
	Compared with Conventional NSGA-III and NSGA-II


	Conclusions
	References

